Loadbalancer.org Appliance Setup v5.9

This document covers the basic steps required to setup the Loadbalancer.org appliances.
Please pay careful attention to the section on the ARP problem for your real server OS.
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Planing

Setting up a load balancer from Loadbalancer.org is easy, but a little planing never hurt anyone.
Deciding on your objectives is always the first step, are you looking for increased performance,
reliability, ease of maintenance or all three?

A load balancer can increase performance
Performance by allowing you to utilize several cheap
servers to do the work of one web site.

Running a web site on one server gives you
a single point of failure, utilizing a load

Reliability balancer moves the point of failure to the
load balancer. At Loadbalancer.org we
advise that you only deploy load balancers
as clustered pairs for this very reason.

Using the load balancer you can easily
Maintenance  bring servers on and off line to perform
maintenance on individual web servers.

Loadbalancer.org appliances are primarily for fast layer 4 load balancing of local server clusters.
Like many other commercial products the Linux Virtual Server (LVS) is the open source core of the
routing engine. The appliances also support SSL termination (Pound) and Layer 7 (HA-Proxy) load
balancing for environments in the unfortunate position of requiring cookie persistence or URL
switching. From the configuration perspective the 3 methods are completely separate this is a
functional design decision based on the fact that LVS is a router and Pound/Ha-Proxy are
application proxies.

Layer 4 Direct Routing Ultra-fast local server based load balancing.
(recommended) Requires handling the ARP issue on the real servers.
Layer 4 NAT(masq) Fast layer 4 load balancing, the appliance becomes the
default gateway for the real servers.
Layer 4 TUN Similar to DR but works across IP encapsulated tunnels.
Layer 7 - SSL Pound Usually required in order to process cookie persistence on
the load balancer. Processor intensive.
Layer 7 HA-Proxy Layer 7 allows great flexibility including full SNAT and
WAN load balancing + Cookie insertion and URL
switching.

Much slower than Layer 4.



Example Layer 4 configuration

For this example we will assume that we would like to balance the load over three Windows 2000
web servers, all three web servers are running the same web site which uses both HTTP & HTTPS.
All of the web servers will talk to a shared Oracle database to handle persistence. The session table
is held on the database so it doesn't matter which web server answers the client request. HTTPS is
often said to require a persistent connection to the client, it doesn't, but it does help performance not
to have to re-negotiate the key for every connection. When a client requests HTTPS we will
configure the load balancer to keep the connection persistent (Always use the same server) for
Smins.

www.example.com currently points at a single web server with its own valid fixed IP address, the
firewall then NATs this valid IP address to the web servers RIP address 192.168.1.10.

In order to provide a smooth transition, the plan is to set up the clustered load balancer on the same
subnet as two new servers. Test it carefully to make sure it detects when the servers are up or down
and balances the load evenly. Then when confident everything is OK change the firewall so that it
NATS the external IP of www.example.com to the external floating VIP of the load balancer.

After an extended live testing period, the original web server can be added to the cluster.
This method ensures that if at any stage you run into trouble you can quickly change the firewall
back to the original configuration.


http://www.example.com/
http://www.example.com/

Refining the planing

Now step back and review the plan. Load balancers only work effectively if the web servers are
completely stateless, do your web servers store persistent information on local drives?

Images (jpeg,png,gif etc.)
Files (html,php,asp etc.)
Session data (Standard ASP and PHP session data is stored locally by default!)

1) Your session data MUST be stored on a shared database Postgres, Oracle, MSSQL etc.
2) Your content either needs to be on shared storage, or replicated between each web server.

On UNIX you can use the RSYNC command to replicate files, on Win2K you need ROBOCOPY
from the NT resource kit. Usually you will FTP your content to one master server and then replicate
it from there to the others.

Now is also a great time to document the disaster recovery process for your web site, after all you
do need to build two new web servers.

What do you do if your application is not stateless?

Re-write it! Seriously that's the best option, but if not don't worry just use persistence, you'll loose
your fail over but you'll still get increased capacity. This problem occurs with all load balancers
what ever the technology used to get around it.

Persistence Methods

The basic layer 4 persistence method is source IP persistence, you can handle millions of persistent
connections at layer 4.

NB. If you need to group HITP & HTTPS as a persistent group you will need to use Firewall
Marks (see the administration manual).

What about the AOL mega proxy problem?

You can change the persistence subnet mask to a lower granularity (which may help) or switch to
layer 7 cookie based methods.

NB. Obviously this won't work for any clients that don't accept cookies.

Did we mention that you can't have fail over if you don't have persistence built into your
application!



Finalizing the network diagram

DNS name:

Public IP address:

Current internal web server address:

DNS server:

Default Gateway (firewall/router)

Loadbalancer.org VIP (Virtual IP)
Loadbalancer.org RIP1 (Real IP 1)
Masters Default Gateway

Loadbalancer.org RIP2 (Real IP 2)
Slaves Default Gateway

Web Server 1 RIP
Web Server 1 VIP
Web 1 Default Gateway

Web Server 2 RIP
Web Server 2 VIP
Web 2 Default Gateway

www.example.com
213.213.213.213

192.168.1.10
192.168.1.2
192.168.1.1

192.168.1.20
192.168.1.21
192.168.1.1

192.168.1.22
192.168.1.1

192.168.1.50
192.168.1.20
192.168.1.1

192.168.1.60
192.168.1.20
192.168.1.1

#only active on one load balancer

# Master

# Slave

#So it can answer requests directly

#So it can answer requests directly

And to be added later.. Or roll back to in the unlikely event of a problem.

Web Server 3 RIP
Web Server 3 VIP
Web 3 Default Gateway

192.168.1.10
192.168.1.20
192.168.1.1

#So it can answer requests directly


http://www.example.com/

Example Network Diagram: Direct Routing Mode
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Direct routing works by changing the destination MAC address of the incoming packet on
the fly which is VERY fast.

BUT it means that when the packet reaches the real server it expects it to own the VIP, this

means you need to make sure the real server responds to the VIP, BUT DOES NOT

RESPOND TO ARP REQUESTS.

Services and much, much faster for streaming media or FTP.

On average DR mode is 8 times quicker than NAT for HTTP, 50 times quicker for Terminal



Example Network Diagram: Network Address Translation Mode
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The Loadbalancer.org appliance can work in Dual NIC NAT mode by default. Just set up
your VIP with a default mode of MASQ instead of GATE.

All the internal NAT will be handled automatically for balanced services on the VIP.

BUT you will need to set up two Physical Virtual IP addresses (one for the internal floating
IP, and one for the external floating VIP.)

Your real servers will need their default gateway changed to the internal floating IP address.

If you want the real servers to be able to access the Internet on their own i.e. Browse the
web you will need to set up a MASQ rule in the firewall script.

If you want real servers to be accessible on their own IP address for non-load balanced
services i.e. SMTP you will need to set up individual SNAT and DNAT firewall script rules
for each real server.

You can also do Single NIC NAT in exactly the same way, but instead of using a second
NIC just set up an alias for the second network in your firewall script. NB. When doing
single NAT make sure you disable redirects in the rc.firewall script an example is given in
the default script.

Because of these issues (which are common to all load balancers) we recommend that you
use the default Direct Routing Set up when it is possible.



A bit more detail on the NAT style set up

The NAT style of load balancing does have the advantage that the only change to the real servers is
to modify the default gateway, IP address and subnet. You can also utilise the added security of
having your real servers hidden in a subnet behind the load balancer. However in our honest
opinion we think its a bit daft to use your load balancer as a firewall, it adds complexity and while
the Loadbalancer.org appliance can be configured to be rock solid secure you should at least be
fully aware of what you are doing if it is going to be your bastion host.

There is no harm in putting a pair of Loadbalancer.org appliances in NAT mode behind your own
firewall solution as shown in the diagram (a so called double NAT).

In order to use NAT mode on the load balancers you'll need a couple of things :
1. You need an external and internal floating VIP (physical virtual IP address)
2. The external one is the one the clients connect to
3. The internal one is the default gateway for the real servers
4. Set your virtual server to use the MASQ method and hey presto you are done.
BUT :

1. Your real servers won't be able to access the Internet through the new default gateway
(except when replying to requests made through the external VIP)

2. External (non-load balanced) services such as FTP or SMTP will not be accessible because
you haven't exposed any public IPs.

To solve this:

1) You need to add a line to the rc.firewall script on the load balancer to allow all outgoing
traffic from the internal network to be MASQUERADED.

1.€.

$INT SUBNET="192.168.1.0/255.255.255.0"

iptables -t nat -A POSTROUTING -s INT SUBNET -j MASQUERADE

# i.e. Everything coming from the internal subnet should be
automatically NATed to the external subnet

# If you don't do this you will have no Internet access from your
real servers (which may not be required)



2) Ifyou want any specific services to be exposed for your real servers you have two choices :

a) Set up a specific virtual server with a single real server for the service i.e. Just one real server in
the FTP group.

Or

b) Set up individual public IPs for the services required with individual SNATs and DNATS for
each service required i.e.

# SNAT & DNAT all traffic from EXT MAIL to INT MAIL

# NB. You will need a floating VIP set up for the external ip if
you haven't got one already

$INT_MAIL=”192 .168.1.13"

SEXT MAIL="234.23.45.236"

# MAIL

iptables -t nat -A POSTROUTING -o $EXT_IFACE -p tcp -s $INT_MAIL -
j SNAT —-to-source SEXT MAIL

iptables -t nat -A PREROUTING -1 $EXT_IFACE -p tcp -d $EXT_MAIL -j
DNAT -to-destination SINT MAIL

#NB. Obviously this should now be locked down with ACCEPT & DENY
rules on FORWARD chain



A Firewall is simple in theory but can be complex in practice:

Understand what you are trying to achieve and how to go about it in the rc.firewall script may look
a bit scary but it uses Linux netfilter which is an excellent transferable skill to learn.

If you want to set up a complex NAT solution, or use the Loadbalancer.org appliances as bastion
hosts then here are a couple of pointers:

1.

2.

All virtual server connections are dealt with on the INPUT chain NOT the FORWARD
chain.

The SNAT & DNAT is handled automatically for all the Virtual/Real load balanced
services.

HTTP, HTTPS & SSH are by default OPEN on the INPUT chain i.e. If you have a public ip
for your VIP someone can use HTTP to get to the local apache installation on the load
balancer, unless you :

a) Set up a real server group for HTTP (and HTTPS & SSH).

b) Firewall the appliance! (either using your firewall or the rc.firewall script or both)
You can use the standard Linux filters against spoofing attacks and syn floods etc.

LVS has built in DOS attack filters that can be implemented

If in doubt take a look at the excellent documentation on the www.linuxvirtualserver.org
site.



http://www.linuxvirtualserver.org/

Explaining the RIP & VIP

RIP is the Real IP address of a server and VIP is the Virtual IP address of the cluster. You can have
as many VIPs as you like but for this example we are only using one.

Any web request to the VIP (from inside or outside your network) will have the MAC address of
the packet changed so that it goes directly to the web server with the least connections. When the
packet arrives at the web server it will declare its destination as the VIP (10.0.0.20), The web server
would normally say 'No sorry thats not me' and drop the packet (not what we want.) So we need to
fool each web server into believing that it IS 10.0.0.20, BUT NOT to tell the rest of the network.
Otherwise we'd have lots of server advertising the same IP address (This is called the ARP
problem)



Configuring your Loadbalancer.org appliance

This section deals with the process of configuring the load balancers.

Physical network configuration

Power up the slave load balancer first
Configure the physical IP address (the internal address that you will use for administration)
itis 10.0.0.21/255.255.0.0 by default. Just log into http://10.0.0.21/Ibadmin as the user

loadbalancer with the password of loadbalancer.

Then use Edit configuration / 'Modify the physical network configuration of this load
balancer'

Set the required IP address, subnet mask & default gateway for your slave load balancer
Click 'Update IP Configuration'

Go back to 'Modify the physical network configuration of this load balancer’

Make sure you set the hostname to Ibslave and enter at least one DNS server address.
Click 'Update Network Configuration'

Make sure that the serial (Null modem cable) is attached between the master & slave load
balancer for the heartbeat signal and also make sure they are both plugged into the same

network switch before turning on the master load balancer.

After the master has booted, just log into http://10.0.0.21/Ibadmin/ as the user loadbalancer
with the password of loadbalancer.

Then use Edit configuration /' Modify the physical network configuration of this load
balancer'

Set the required IP address, subnet mask & default gateway for your master load balancer.
Click 'Update IP Configuration'

Then go back to 'Modify the physical network configuration of this load balancer’

Make sure you set the hostname to Ibmaster and enter at least one DNS server address.
AND you must tell the master load balancer the IP address of the slave load balancer. (Once
this step is complete all changes on the master will be replicated via the network to the slave

using an encrypted connection.)

Click 'Update Network Configuration'


http://10.0.0.21/lbadmin/
http://10.0.0.21/lbadmin

Modify Logical Virtual Server Configuration

+ You need to tell the master load balancer which service you want to load balance. Go to
Edit Configuration / Modify logical Virtual Servers and remove the default virtual servers.

+ Add a new virtual server. The virtual server is added in the following format
ipaddress:portno. It basically means that any packet arriving at the load balancer with that

IP address and that port number will be handled by the logical real servers associated with
this logical virtual server.

t.’.

Loadbalancer.org Appliance Administration System - Swiftfox I:I\E“ZI
File Edit wiew Go Bookmarks Teols Help

= I_:}’ - @ @ [ httpi/f192.168.1.17:9080/Ibadminfconfig/display php?srcfile=Idirectord&action=modvirtu: ‘B @ co |[C,

-

Fa) CL] B o= B
® loadbalancer ENTEFRFRISE - v5.5
e

View Configuration i Edit Configuration | Maintenance Reports Logs

EDIT CONFIGURATION = ADD A NEW VIRTUAL SERVER

Label I\_/IP Name
Virtual Server (ipaddress:port) [10.0.0.20:80
Persistent no j

B

Add a new Virtual Server |

Done

«  You don't need to change any of the default Virtual Server settings but by all means take a
look.

«  Once you have setup your logical VIPs e.g. 192.168.1.20:80 and 192.168.1.20:443 you need
to add some logical real servers (web servers) to the cluster.

+  You may need to restart the heartbeat on both the master and the slave or re-boot both boxes
after you have set up new physical floating VIPs. This is to ensure that the heartbeat doesn't
get out of sync. NB. With a correctly configured clustered pair this is however an automatic

process. Just check 'View Configuration | Current network configuration' to ensure that the
1P address has been activated correctly.



Modify Logical Real Server Configuration
«  Go to Edit Configuration / Modify logical Real Servers and you should see your logical
virtual servers listed, select the one you want and click on add real server.

+ You just need to give the ipaddress:portno of your web server and specify a relative
weight. A weight of 0 is the default (which you'll obviously need to change.)

- Loadbalancer.org Appliance Administration System - Swiftfox (] =i
File Edit Wiew Go Bookmarks Tools Help
<:Z| i L:}* = @ (X ] @ [ http:/f192.168.1.17:9080/lbadmin/config/display php?srcfile=Idirectord&an IE] @ Go [@, ]
at’e, EEMNENET
PY IQ a d balancel ENTERPRISE - v5.5
o9 e
View Configuration Edit Configuration Maintenance Reports Logs
[ con conmsunsnon oo mnewmensmen ]
Label IRIP Name
Real Server (ipaddress:port) IlPAddress:3389 I
Weight Il
Forwarding Method I masqg j
Add a new Real Server |
Done

« Add as many real servers as required. (Set the weight to 1 or more if you want them to be
active immediately)

«  You have now finished configuration of the load balancer.
-«  BUT YOU MUST configure the VIP on each of your web servers, and ensure that the

web servers are responding to the VIP address as well as the RIP address (health checks are
on the real address.)



Solving the ARP problem (Direct Routing method only)

Each web server needs a loop back IP address to be configured as the VIP 192.168.1.20. This
address needs to be stopped from responding to ARP requests and the web server needs to be
configured to respond to this IP address.

Why?

It is important the your web servers do not fight with the load balancer for control of the shared
VIP. If they do then request will be sent directly to the web servers rather than hitting the load
balancer VIP as intended.

NB. You only need to resolve the ARP issue on the real servers when you are using the default DR
(Direct Routing) load balancing method or IPIP (TUN or IP encapsulation). If you are using NAT
mode you don't need to make any changes to the real servers except to make sure the load balancers
internal floating IP address needs to be set as the default gateway.



The procedure for Windows 2000/2003 web servers is as follows :

First you need to install the MS Loopback Adapter :

1. Click Start, point to Settings, click Control Panel, and then double-click Add/Remove
Hardware.

Click Add/Troubleshoot a device, and then click Next.

Click Add a new device, and then click Next.

Click No, I want to select the hardware from a list, and then click Next.

Click Network adapters, and then click Next.

In the Manufacturers box, click Microsoft.

In the Network Adapter box, click Microsoft Loopback Adapter, and then click Next.
Click Finish.

e A R

add/Remove Hardware Wizard

Add/Remove Hardware ¥
Select Hetwork Adapter

g ) Hardware Type o
Which network, adapter do you want to install? “wihat bpe of hardware do wou want to install?

F Click. the Metwork Adapter that matches your hardware, then cli SRR Cha i -
Eﬁ] inztallation disk for this component, click Have Digk. SR e R

Hardware tupes:

4] Infrared devices = |
RSl ares Metwork Adapter: = Memony technology driver
- - £l Modems
Microgate :I Microsoft Loopback Adapter =1 Multi-port serial adapters
M!crosense B8 Metwork adapters
Microsoft o Y Dther devices
Mutr_on ] P PCMOIA adapters
Mational Semiconductor = S Parts [COM & LPT)
nine
4 I I » (R Drivbars i=]
< Back Mext > I Cancel I
< Back Mext > Cancel

IMPORTANT: The new Windows firewall feature has the added benefit of disabling the loopback
adapter. You will need to disable the new Windows firewall and use the old firewall filtering
method instead.



Once the Loopback Adapter is installed you need to configure it with an extra IP Address

1. Click Start, point to Settings, click Control Panel, and then double-click Network and Dial up
Connections.

. Right click the new local adapter and select properties

. Remove the tick from Client for Microsoft Networks

. Remove the tick from File and Printer Sharing for Microsoft Networks

N

Local Area Connection Z Properties 2=l

General I Shiaring |

Connect uzsing:

| B Microzoft Loopback Adapter

Components checked are used by this connection:

E Client for Microzoft Metworks
%] File and Printer Sharing for Microsoft Hetworks
Sl Internet Protocal [TCPAF]

Install... Uninstall Froperties

— Dezcrption

Transmizsion Control Protocol/Internet Protocal. The default
wide area nebwork, protocol that provides communication
across diverse interconnected networks.

[ Show icon in tazkbar when connected

Ok Cancel
3. Select TCP/IP properties
I internet Protocol {TCP/IP) Propertie 2=
General I
rou can get [P zettings assigned automnatically if wour nebwork. supparts
thiz capability. Othenwise, you need to ask pour netwark. administrator for
the appropriate IP zettings.
{~ Obtain an IP address automatically
—0% Lz the following IP address:
IP address: 192 168 . 1 . 20
Subnet mask: I 285 . 255 255 . 0
Default gatewayw: I . 2 :
) Mbtairm NS server addiess automatically
—% Use the following DNS server addresses:
Preferred DMS server: I . . .
Alternate DMS servern I . . .
Advanced... |
ak. | Cancel I

4. Fill in the VIP 192.168.1.20 and the subnet mask.
5. DO NOT ENTER A DEFAULT GATEWAY!
6. Click on the Advanced... button



7. Change the Interface Metric to 254 (This stops the adapter responding to ARP requests)
8. Click OK and save all changes g

IP Settings | DNS | WwINS | Options |

—IP addr
IP address | Subnet mask
192.168.1.20 255.255.255.0
add. | Edi Femove |
— Default g.
Gateway | hdetric |
Add.. | Edi Rermovs
Interface metric: 254
0k Cancel

And repeat the above process for all of the web servers.



The procedure for Linux ....

Ironically Linux is a pain because the lo interface responds to ARP requests by default! Use one of
the following two methods to get around this:

Transparent Proxy (Horms method)

You can side step the issue for both by using iptables on the real server to re-direct incoming
packets destined for the VIP.

This is a simple case of adding the following command to your rc.firewall script :
iptables -t nat -A PREROUTING -p tcp -d VIP -j REDIRECT
1.e. Redirect any incoming packets destined for 10.0.0.20 (the VIP) to my local address.

If you have multiple virtual servers defined by ip address you will need to be more specific and use
a similar command to this instead:

iptables -t nat -A PREROUTING -d VIP -p tcp -m tcp --dport 80 -j DNAT --to-
destination RIP:80

NB. You don't need to configure a loopback adapter when using Horms method.



Or change the arp behavior with arp_ignore/arp_anounce

With most modern Linux kernels (>2.6) you can alter the arp behaviour allowing you to configure a

loopback adapter without worrying about ARP issues.
To do this just add the following lines to /etc/sysctl.conf and re-boot:

net.
net
net.
net.
net.
net

ipv4.
.ipv4.
ipv4.
ipv4.
ipv4.
.ipv4.

conf.
.eth@.arp ignore=1
conf.
conf.
conf.
.ethl.arp announce=2

conf

conf

all.arp ignore=1

ethl.arp ignore=1
all.arp_announce=2
ethO.arp announce=2

If you don't wish to re-boot the following commands may be used to change the settings
interactively during runtime:

echo
echo
echo
echo
echo
echo

Once you have configured your Linux real server so that it won't respond to ARP requests for the

VVVVVYV

NNNRFE P

/proc/sys/net/ipv4/conf/all/arp ignore
/proc/sys/net/ipv4/conf/ethO@/arp ignore
/proc/sys/net/ipv4/conf/ethl/arp _ignore
/proc/sys/net/ipv4/conf/all/arp announce
/proc/sys/net/ipv4/conf/eth@/arp announce
/proc/sys/net/ipv4/conf/ethl/arp announce

loopback adapter you can configure your VIPs as follows:

ifconfig l0:0 VIP netmask 255.255.255.255 up

To make this permanent and reboot safe you may include this command in rc.firewall or in a

equivalent customizable startup script



The procedure for Solaris....

Solaris is nice and easy, the loopback interface does not respond to ARP requests so you just add
your VIPs to it.

ifconfig lo0:1 plumb
ifconfig 100:1 VIP netmask 255.255.255.255 up

You will need add this to your start up scripts for your server.

The procedure for Mac OS X & BSD....
OS X is BSDish, so you need to use BSDish syntax:

ifconfig lo0 alias VIP netmask 255.255.255.255 -arp up

You will need add this to your start up scripts for your server.



Testing
For testing add a page to each real web servers root directory i.e. Test.html and put the server name
on this page.

Now you need a couple of clients to do the testing, Open up a web browser on two different clients
and enter the URL for the VIP i.e. 192.168.1.20 .

Each client should see a different server name because of the load balancing algorithm in use.

Why two test clients? If you use a single client it will most likely keep on hitting the same server
for multiple requests this is to do with the way the TCP protocol works.

Pull the Network cable out of one of the web servers , wait 6 seconds (for the load balancer to
detect the change) and then refresh the browsers on both clients, they should both now switch to the
same server (as one has been removed from the load balancing list).

Put the Network cable back in to the web server, wait 6 seconds and then refresh the browsers
again, they should now show different web servers again.

NB. If you want to test the fail over of the actual load balancers make sure you power one of the
boxes down DONT JUST PULL THE SERIAL CABLE OUT! This will cause big problems...
You can configure fail over on network failure but it is not enabled by default.

Also be careful of your ARP cache (arp -a) make sure it is empty on the client before testing fail
over.

If you are having any kind of difficulty at all 'arp -a' is your friend.



Example Layer 7 configuration

For this example we are going to assume that the e-commerce application does not support
persistence. We are going to decrypt the SSL traffic on the load balancer insert or read the
session cookies as required and pass the traffic the the real servers in plain unencrypted
HTTP.

1. The Firewall will translate all traffic for the web sites public IP address the the load
balancers floating VIP (192.168.1.31).

2. The load balancer (Pound) will terminate SSL traffic to 192.168.1.31:443 and re-direct it to
192.168.1.31:80 using a valid uploaded SSL certificate.

3. The load balancer (Ha-Proxy) will handle cookie insertion/reading on all traffic through
192.168.1.31:80 and ensure each client goes to the correct server.

Example Network Diagram: Layer 7 Proxy mode
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The network diagram for the Layer 7 Ha-Proxy mode is very similar to the Direct Routing example
except that no re-configuration of the real servers is required. The load balancer proxies the
application traffic to the servers so that the source of all traffic becomes the load balancer.

NB. You can configure your web server logs to parse the X-Forwarded-For header to find the
client source IP.



Configuring your Loadbalancer.org appliance
Follow the previous configuration instruction to set up your load balancer or clustered pair with a

physical IP address.

IMPORTANT: The load balancer administration interface uses port 80 & 443 by default this will
need to be changed before implementing a proxy on those ports.

From the local console, or the remote console via SSH or Putty login as root and:
Type the command: /bhiports

This will modify the local Apache server to respond to ports 9080 and 9443 respectively for the
administration interface.

You can also do this from the web interface:

IMPORTANT: If you do this from the web interface the script will NOT be able to restart the
Apache process. A cron job will realize the server is dead and restart it but this may take up to 7
minutes.

From the web based administration interface go to Edit Configuration > Execute shell command
Type the command: [bhiports
Then hit the 'Execute command' button.

The web browser should then fail to connect (as the ports have changed).

Modify your browsers URL to use port 9080 or 9443 respectively i.e.
http://192.168.1.21:9080/Ibadmin/



http://192.168.1.21:9080/lbadmin/

Modify logical Virtual Servers (Layer 7 HAProxy)

You need to tell the master load balancer which service you want to load balance. Go to
Edit Configuration > Modify logical Virtual Servers (Layer 7 HAProxy).

Add a new virtual server. The virtual server is added in the following format
ipaddress:portno. It basically means that any packet arriving at the load balancer with that
IP address and that port number will be handled by the logical real servers associated with
this logical virtual server.

Label WIP Mame

Virtual Server (ipaddress:port) |10.0.0.20:80

Persistent Irm _YJ
Mode Itcp j

Fallback IlZ?‘.D.D.l:BD

Add a new Virtual Server |

Configure the Virtual Sever as 192.168.1.31:80
Set persistence to 'Yes'.
Set Mode to 'http'

Set the Fallback server as required, this is where requests go if all servers in the cluster are
down.

Click the button to add the new Virtual Server to the Ha-Proxy configuration file.

You will see the following message:
“192.168.1.31 will be added as an alias to ethO. NB. You may need to restart heartbeat for

this change to take effect.”

This is the floating VIP being added, you only need to restart heartbeat if you have a single
unit configured. Clustered pairs can bring up the VIP immediately.


http://192.168.1.17:9080/lbadmin/config/restart.php?service=heartbeat

Modify Logical Real Server Configuration (Layer 7 HAProxy)
« Go to Edit Configuration > Modify logical Real Servers (Layer 7 HAProxy) and you should
see your logical virtual servers listed, select the one you want and click on add real server.

+ You just need to give the ipaddress:portno of your web server and specify a relative
weight.

Label RIF Mame

Real Server (ipaddress:port) [IPAddress:

Weight 1

Add a new Real Server |

« Add as many real servers as required. (Set the weight to I or more if you want them to be
active immediately)

+  You have now finished configuration of the load balancer.
- IMPORTANT: The Label is used as the cookie so make sure it is different for each server.

« IMPORTANT: You must restart the Ha-Proxy service in order to activate the changes i.e.
Edit Configuration > Restart HAProxy.



Modify logical Virtual Servers (SSL Termination Pound)

In order to set up a proxy for the SSL traffic go to Edit Configuration > (SSL Termination Pound).
It is common for SSL traffic to be terminated and then re-directed to port 80 of the same VIP for
HAProxy to pick it up insert cookies and load balance it.

e Add anew Virtual Server

Virtual Server (ipaddress:port) |192.168.1.31:443

Backend 192.168.1.31:80

Add a new virtual Server |

e Configure the Virtual Server as 192.168.1.31:443
e Configure the Backend as 192.168.1.31:80
e Click the button to add the new Virtual Server to the Pound configuration file.

e IMPORTANT: You must restart the Pound service in order to activate the changes i.e.
Edit Configuration > Restart Pound-SSL

By default a self generated SSL certificate is associated with the new Virtual Server. You can
upload your valid certificate by selecting modify for the Virtual Server. Just browse your local
machine for the cert.pem file and click the upload button.



Manage this SSL certificate

In order to get a proper signed certificate from a certificate authority such as Verisign you will need
to generate a certificate request. This form will allow you to generate a CSR that is individual to
this Virtual Server.

ol Loadbalancer.org Appliance Administration System - Swiftfox E“EHZI
File Edit View Go Bookmarks Tools Help b
QEI - I'_> = @ O @ [='.".' http:/f192.168.1,17:9080/Ibadmin/config/manage_ssl.php7action=removes IE] ® Go [@, ]
S e -
® ) - o
° loadbalancer ENTERPRISE - v5.5
o ® bmaster
View Configuration Edit Configuration Maintenance Reperts Logs

EDIT CONFIGURATION = MANAGE THIS SS5L CERTIFICATE
Country code |C) IUS L]

State or Province (ST} IDeIaware (7]
City (L) I\Nilmington (7))
Organisation (O} ILoadbaIancer.org, Inc. @@
Organisation un'rt[OU]ISuppor‘t W
Domain (CN) Immmr.loadbalancer.org (7))
Email address Isuppor‘t@loadbalancer.( (7]

Manage this SSL Certificate (Serverl) |

4]

! Done

When you have entered your correct details the CSR is generated for you:

Serverl Certificate Signing Request:

MITBETCCAVoCAQAWgbAXxC zAIEgNVEAY TR 1 VTMEEWDW YDV IEWhEEWxhd 2ZF yZTET
MEEGAIITEBxMEV2 1lsbWluZ3Rvb jEfMBOGAITTEChMW TGS h EGThEGFuY2VyLmS yE ywg
SW5 JLJEQMAAGAIUECxMHUSVW oGS yd DEAMEsGALUEAXMUA 343 Lmx wYWR L ¥iwxhbmil 1
ciSvomoxJzAlBgkghk iGOwlBCOEWSHN 1 cHBwenPARG S hEGThEGFuY2VyLmSyE=CE
nzANEgkghk i G9wiBAGEFAROE J0AWg YkCgYEAx+s Tpd TaWNkge S£BDG++ 20QcHDEY
E2tNx9Z2ELLzPEDETEMFr+1IHViheSUP4ul LSk y Y2 IvyWNLGXYQEgonQoG £w j3dwW
4 ¥M4QxE ST KLTUBIniRg j¥OGQKEK idDpE/ wDDgUDIw G +Z cd INXRMAYcGweEXuXz o
ebucTowdl /EEZSkCAWEARaMAMAOGC SgSS IEZDOERBAUAR4GEAK, oTl4zUngIadVm

Serverl Signed Key:

Faste wyour signed certificate here.

Upload Signed Certificate

Serverl Private Key:

MITCXATBEARKBEgODHExON1Ox Y 25B5T8EF363bRCgePpXral3H3 YEsvM wEo lmYWw 7
UgdWEE 710/ i6UTvmTIhzci /A JY20Z24dbEmC idBwE /CPx1bhgzhDHr 250t C4EieJGCNg
4ZBegST00kK / +8MOpOMADTESmE 3T 1dEwDTwhbA Y 9e 5 fNx 5uszu jD3XE0RA v TDAGAR
AoCAEf Lt IHhdD+0CmV IUZ1Rx yv4nnAATuetBEr OMXdehh 0vwDHagR9KydGOV oD jHES
wiDh/SEgbh jyyWX,/2EVeC41F 00 TamWVkEuygUxpr 4HwdncallgylUAEwl Yo iQD3aw
isgSNgRgfMPrnmASkoTRwWIPk 2aWhis Yyux f+VLEFgopPTPECGICUREDaPE Jde cpu
mmCp 1D oY i jD9 YK QT 33gevbehWx XKPRBAYpLwaxre Id 7zG015 TWxNEMY §1U+hAd
e0TEZ0umTAKEAl sgkhdhglEXho3ETcCskgj4k JImEVeiUtegSbEDeSke TayXARyBg

NB. Make sure you back up, i.e. save to a text file both the CSR & the Private Key
Copy the Certificate Signing Request and provide it to your Certificate Authority. They in turn will
then sign the Certificate which you should paste into the Signed Key field of the form and upload.

Once the signed key is uploaded you will need to restart Pound-SSL




How do | import certificates exported from Windows Server?

A fundamental requirement of importing a certificate into Pound is that the certificate file and the
private key file be in PEM format.

Windows Server is only able to export a private key file in .pfx format. Thus, we must use the
program OpenSSL to perform the conversion for us.

There are two approaches to accomplishing the conversion, and can involve using either Windows
or a UNIX like Operating System.

Windows

OpenSSL is available as a binary package for Windows:
http://’www.slproweb.com/download/Win320OpenSSL-v0.9.8b.exe

Please download and install this package. There are no special instructions for this. You will now
have an OpenSSL directory located on your filesystem. Click START, RUN then type cmd . exe.
You need to navigate to the path where you installed your OpenSSL binaries. Within this directory
chdir to bin

Now you can type the below command to perform the conversion:

openssl.exe pkcsl2 -in <drive:\path\to\cert>.pfx -nodes -out
<drive:\path\to\new\cert>.pem

To convert your .CER file to .PEM format:

openssl x509 -in <drive:\path\to\cert>.cer -inform DER -out
<drive:\path\to\cert>.pem -outform PEM

UNIX

Once OpenSSL has been installed, you can now use the below command to convert your private
key into a format ZXTM can correctly decipher.

openssl pkcsl2 -in <path/to/exported/cert>.pfx -nodes -out
<path/to/new/cert>.pem

To convert your .CER file to .PEM format:

openssl x509 -in </pat/to/cert>.cer -inform DER -out </path/to/cert>.pem
-outform PEM

This method can be used from the Loadbalancer.org appliance console if required.
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