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Loadbalancer.org terminology

Acronym
Load Balancer

VIP

RIP

GW
Floating IP

Layer 4

Layer 7

DR

NAT

SNAT
(HAProxy)
SSL Termination
(Pound)
MASQUERADE

One Arm
Two Arm
Eth0
Eth1

Terminology
An IP based traffic manager for clusters

The Virtual IP address that a cluster is contactable on (Virtual Server)

The Real IP address of a back-end server in the cluster (Real Server)

The Default Gateway for a back-end server in the cluster

An IP address shared by the master & slave load balancer when in a high-
availability configuration (shared IP)

Part of the seven layer OSI| model, descriptive term for a network device that can
route packets based on TCP/IP header information

Part of the seven layer OSI model, descriptive term for a network device that can
read and write the entire TCP/IP header and payload information at the
application layer

Direct Routing is a standard load balancing technique that distributes packets by
altering only the destination MAC address of the packet

Network Address Translation — Standard load balancing technique that changes
the destination of packets to and from the VIP (external subnet to internal cluster
subnet)

Source Network Address Translation — Load balancer acts as a proxy for all
incoming & outgoing traffic

The SSL certificate is installed on the load balancer in order to decrypt HTTPS
traffic on behalf of the cluster

Descriptive term for standard firewall technique where internal servers are
represented as an external public IP address. Sometimes referred to as a
combination of SNAT & DNAT rules

The load balancer has one physical network card connected to one subnet

The load balancer has two physical network cards connected to two subnets
Usually the internal interface also known as Gb0

Usually the external interface also known as Gb1

What is a virtual IP address?

Most load balancer vendors use the term virtual IP address (VIP) to describe the address that the cluster is

accessed from.

It is important to understand that the virtual IP (VIP) refers both to the physical IP address and also to the
logical load balancer configuration. Likewise the real IP (RIP) address refers both to the real servers physical
IP address and its representation in the logical load balancer configuration.

What is a floating IP address?

The floating IP address is shared by the master and slave load balancer when in a high-availability
configuration. The network knows that the master controls the floating IP address and all traffic will be sent to
this address. The logical VIP matches this address and is used to load balance the traffic to the application
cluster. If the master has a hardware failure then the slave will take over the floating IP address and
seamlessly handle the load balancing for the cluster. In scenarios that only have a master load balancer
there can still be a floating IP address, but in this case it would remain active on the master unit only.



What are your objectives?

It is important to have a clear focus on your objectives and the required outcome of the successful
implementation of your load balancing solution. If the objective is clear and measurable, you know when you
have achieved the goal.

Hardware load balancers have a number of flexible features and benefits for your technical infrastructure and
applications. The first question to ask is:

Are you looking for increased performance, reliability, ease of maintenance or all
three?

A load balancer can increase performance by
Performance allowing you to utilize several commodity
servers to handle the workload of one
application.

Running an application on one server gives you
a single point of failure. Utilizing a load
Reliability balancer moves the point of failure to the load
balancer. At Loadbalancer.org we advise that
you only deploy load balancers as clustered
pairs to remove this single point of failure.

Using the appliance, you can easily bring
Maintenance servers on and off line to perform maintenance
tasks, without disrupting your users.

In order to achieve all three objectives of performance, reliability & maintenance in a web based
application, you must not require persistence on the load balancer.

What is the difference between a one-arm and a two-arm configuration?

The number of 'arms’ is a descriptive term for how many physical connections (Ethernet ports or cables) are
used to connect the load balancers to the network. It is very common for load balancers that use a routing
method (NAT) to have a two-arm configuration. Proxy based load balancers (SNAT) commonly use a one-
arm configuration.

NB: To add even more confusion, having a 'one-arm' or 'two-arm' solution may or may not imply the same
number of network cards.

Loadbalancer.org topology definition:

One-Arm The load balancer has one physical network card connected to one subnet

Two-Arm The load balancer has two physical network cards connected to two subnets




What are the different load balancing methods supported?

The Loadbalancer.org appliance is one of the most flexible load balancers on the market. The design of the
appliance allows different load balancing modules to utilize the core high availability framework of the
appliance. Multiple load balancing methods can be used at the same time or in combination with each other.

Layer 4 DR Ultra-fast local server based load balancing 1 ARM
(Direct Routing) Requires handling the ARP issue on the real servers
Layer 4 NAT Fast Layer 4 load balancing, the appliance becomes 2 ARM
(Network Address the default gateway for the real servers
Translation)
Layer 4 TUN Similar to DR but works across IP encapsulated 1 ARM
tunnels
Layer 7 SSL Termination Usually required in order to process cookie 1 ARM
(Pound) persistence in HTTPS streams on the load balancer -
Processor intensive
Layer 7 SNAT Layer 7 allows great flexibility including full SNAT and 1 ARM
(Source Network WAN load balancing, cookie insertion and URL
Address switching
Translation: Much slower than Layer 4
HAProxy)
Key:

[ ] Recommended

[ ] Recommended only if cookie insertion is mandatory

[ ] Onlyrequired for Direct Routing implementation across routed networks

Loadbalancer.org Recommendation:

The one-arm direct routing (DR) mode is the recommended mode for Loadbalancer.org installation because
it's a very high performance solution with very little change to your existing infrastructure.

Sometimes it is not possible to use DR mode. The two most common reasons being: if the
application cannot bind to the RIP & VIP at the same time; or if the host operating system cannot
be modified to handle the ARP issue.



The second choice is Network Address Translation (NAT) mode. This is also a fairly high performance
solution but it requires the implementation of a two-arm infrastructure with an internal and external subnet to
carry out the translation (the same way a firewall works).

Network engineers with experience of hardware load balancers will have often used this method.

If your application requires that the load balancer handles cookie insertion then you need to use the SNAT
configuration (HAProxy). This also has the advantage of a one-arm configuration and does not require any
changes to the application servers. However, as the load balancer is acting as a full proxy it doesn't have the
same raw throughput as the routing based methods. Please refer to sections D, E & G in the administration
manual for configuration of SSL termination or cookie insertion.

The following section describes the different network configuration possibilities for NAT & DR mode in more

detail.

If your application doesn't maintain its own state information then you may need to use cookie
insertion, please refer to the full administration manual for configuration details.



Network diagram: One-Arm — DR Direct Routing (single unit)

Etharnet Switch,
Segment or VLAN

Floating IP (virtual)
VIP: 192.168.1.20

Master
IP: 192.168.1.19

Firewall
IP: 192.168.1.31

Server 1

VIP: 192.168.1.20 (on loopback adapter)
IP: 192.168.1.50

GW: 192.168.1.31 (default gateway)

Server 2

VIP: 192.168.1.20 (on loopback adapter)
RIP: 192.168.1.60

GW: 192.168.1.31 (default gateway)

Notes:

¢ When using a single load balancer unit only one IP address is required.

NB: Please note however that it is still good practice to use an extra dedicated floating IP to make
adding a 2™ unit (to create a clustered pair) much easier should this be needed later

« Direct routing works by changing the destination MAC address of the incoming packet on the fly
which is very fast

®* However, it means that when the packet reaches the real server it expects it to own the VIP. This

means you need to make sure the real server responds to the VIP, but does not respond to ARP
requests. Please refer to pages 20 - 26 for more details on resolving the ARP issue

® On average, DR mode is 8 times quicker than NAT for HTTP, 50 times quicker for terminal services
and much, much faster for streaming media or FTP

* Direct routing mode enables servers on a connected network to access either the VIPs or RIPs. No
extra subnets or routes are required on the network

® The real server must be configured to respond to both the VIP & its own IP address

® Port translation is not possible in DR mode i.e. have a different RIP port than the VIP port

When using a load balancer in one-arm DR mode all load balanced services are configured on the
same subnet as the real servers. The real servers must be configured to respond to the virtual
server |P address as well as their own IP address.



Network diagram: Two-Arm - NAT Network Address Translation (single unit)

Ethernet Switch,
Segment or VLAN

External Non-Floating IP (virtual)
VIP: 10.0.0.20

Master

Master
IP: 192.168.1.20 (internal)

Firewall Internal Non-Floating IP (virtual)
IP: 10.0.0.31 VIP: 192.168.1.20

Server 1

IP: 192.168.1.50 N

GW: 192.168.1.20 fdefauhgalaway% D

Server 2
IP: 192.168.1.60
GW: 192.168.1.20 (default gateway)

#" Ethemet Switch
Segment or VLAN

Notes:

¢ Intwo-arm NAT mode the load balancer translates all requests from the external virtual server to the
internal real servers

« ltis a good idea to use eth? as your external network and eth0 as internal, otherwise you will need to
change the autonat setting in Edit Configuration > Global Settings

e The real servers must have their default gateway configured to point at the load balancer

* Real servers are automatically given access to the Internet through the load balancer (autonat)

« If you want real servers to be accessible on their own IP address for non-load balanced services,
e.g. SMTP, you will need to set up individual SNAT and DNAT firewall script rules for each real server

* Please refer to Advanced NAT in section E of the administration manual for more details on these
two issues

When using a load balancer in two-arm NAT mode, all load balanced services can be configured

on the external IP (eth1). The real servers must also have their default gateway directed to the
internal IP. Please note that it is good practice to use extra dedicated floating IP's for the VIP and the
gateway to make adding 2" unit (to create a clustered pair) much easier.

You can also configure the load balancers in one-arm NAT mode, but in order to make the servers

accessible from the local network you need to change some routing information on the real
servers. Section E of the administration manual provides more detail for one-arm NAT mode. The
admin manual is available at http://www.loadbalancer.org/pdffiles/loadbalanceradministration.pdf



High-availability configuration of two Loadbalancer.org appliances

When you have a pair of load balancers in a high-availability configuration they must communicate via a
heartbeat to ensure that the master node stays active. Should the master node suffer a failure, the slave will
immediately take over any resources hosted on the shared floating IP address.

A two-arm configuration requires two floating IP(s):

®  One for the external virtual server

® One for the internal real server default gateway

Network diagram: Two-Arm - NAT Network Address Translation (clustered pair)

Ethemet Switch,
Segment ar VLAN

External Floating IP (vinual)
VIP: 10.0.0.20

Master Slave
IP: 10.0.0.21 (extemal) IP: 10.0.0.22 (external)

Master Slave
IP: 192.168.1.21 (internal) IP: 192.168.1.22 (interral)

Firewall

IP: 10.0.0.31
Internal Floating IP (virual)

VIP: 192.168.1.20

Server 1
IP: 192.168.1.50

GW: 192.168.1.20 (default gateway) N Ethemel Suitch
Segment or VLAN

Server 2
IP: 192.168.1.60
GW: 192.168.1.20 (default gateway)

Notes:

®* Administration of the load balancers is via any active IP address

®* The internal floating IP must be configured for the real servers to use as a default gateway
®* The external floating IP must be configured for hosting the virtual server (public access)

® Using the setup wizard will prompt for both the internal and external floating IP

* Don't forget to plug the serial fail-over cable into each serial port

When using a clustered pair of load balancers in two-arm NAT mode all load balanced services
must be configured on an external floating IP. The real servers must also have their default
gateway directed to an internal floating IP.



Network diagram: One-Arm — DR Direct Routing (clustered pair)

Ethemet Switch,
Segment or VLAN

Floating IP {virtual)
VIP: 192.168.1.20

Master Slave
IP: 192.168.1.21 IP: 192.168.1.22

Firewall

|\ Internet jr‘ / IP: 192.168.1.31
o

\, ,*m—é Server 1
B e VIP: 192.168.1.20 (on loopback adapter)
IP: 192.168.1.50
GW: 192.168.1.31 {default gateway)

Server 2

VIP: 192.168.1.20 (on loopback adapler)
RIP: 192.168.1.60

GW: 192.168.1.31 (default gateway)

Notes:

* Administration of the load balancers is via any active IP address
* Afloating IP must be configured for hosting the virtual server
* Don't forget to plug the serial fail-over cable in to each serial port

®* Don't forget to handle the ARP issue on the real servers (see pages 20 - 26)

When using a clustered pair of load balancers in one-arm DR mode all load balanced services
must be configured on a floating IP.
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VMware Virtual Appliance

Host Server requirements & preparation for VMware

To be able to successfully run the Loadbalancer.org Enterprise VA under VMware, the following basic server
specifications must be met:

* Acompatible 64bit CPU
* Virtual Technology hardware support — either Intel-VT or AMD-V compliant CPU's

For an Intel based server, VT may need to be enabled in BIOS as shown in the example below:

64-bit ....
Core Speed
Bus Speed ..
v

Hardware Prefetcher ...........00000000000044..... Enabled
Demand-Based Power Management Disabled
Processor 1 1B .....ceiveeessvoiiaenvivsisasiams BB
Cintel(R) Neon(R) CPU 51180 @ 1.60CHz]
Level 2 Cache ..... e s 4 MB
Number of Cores ............... SR e 2

If your server is unable to support 64bit guests, a message similar to the following message will be displayed
when trying to start the VA:

Thiz CPU does not support WT.
The wirtual machine you are attermpting to restore iz in B4-bit mode, but wour host does not
suppart Gd-bit Wiz,

11



Appliance download formats

VMware has a number of formats and versions for systems and files. It can get confusing which type /
version is needed for your specific environment. The section below explains what is needed for various
versions of Vmware. All files can be downloaded from the downloads page on our website.

VMware Player, Workstation & Server

¢ Download file LBVM.zip (virtual[HW.version = 4)

* For VMware server v2.x you can highlight the VA after import and select Upgrade to Hardware v7,
for VMware Player, Workstation & Server v1.x no further steps are required

Vsphere Client 4.x & ESX 4.x / ESXi 4.x

* Download file LBVMESX.zip (ovf v1.0, hardware v7)

Virtual Infrastructure Client 2.5.x & ESX 3.x / ESXi 3.x

In this case you have two choices:

* Download LBVM.zip from our downloads page and use the converter for your environment to
convert to a compatible VA

or

* Download file LBVMESX_ovf0.9.zip (ovf v0.9, hardware v4) from the Quick Download Links section
of the downloads page

12



Setting up the Loadbalancer.org Virtual Appliance

1. Download & extract the appropriate file (see previous section)

2. Import the VA:
°  For VMware Server use: Virtual Machine > Add VM to Inventory

°  For Vsphere use: File > Deploy ovf Template

°  For Virtual Infrastructure use: File > Virtual Appliance > Import

3. Start the Virtual Appliance, allow a minute for booting

If two Loadbalancer.org Virtual Appliances are being used, heartbeat is automatically broadcast
over eth0 (in a physical appliance, by default heartbeat uses the serial interface)

VMware Tools

Unless you have a specific reason to upgrade the supplied tools then its not really necessary. Our appliances
make heavy use of the 64Bit e1000 network driver which is part of the default kernel, the appliance doesn’t
strictly need any of the extra VMware tools functionality. If you do want to upgrade, detailed instructions are
available on our blog at:
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http://blog.loadbalancer.org/how-to-upgrade-vmware-tools-on-clusterload-esx-or-loadbalancerorg-va/
http://blog.loadbalancer.org/how-to-upgrade-vmware-tools-on-clusterload-esx-or-loadbalancerorg-va/

Physical Appliance

Unpacking The Appliance
1. Remove all packaging
2. Rack mount the appliance as required using the supplied rails

3. The power supply is an auto sensing unit (115v or 230v)

Connections

Connect the power lead from the power socket to the mains or UPS

Connect your network cable from your switch or hub to the internal network port (eth0)

If using a two-armed configuration connect a second network cable to the external port (eth7)
Attach a monitor to the VGA port

Attach a keyboard to the USB or PS/2 port

Check mains power is on

Press the power switch on (fans should start)

© N o g bk wDd =

Allow a minute for booting

If two load balancers are being used, connect a null modem cable (supplied with the appliance)
between the two serial fail-over ports and configure the slave first.

Configure & Test

Configure the load balancer using the web based wizard
Configure the load balancer using the console wizard

Add extra real servers via the web administration interface

Configuring the real servers for either NAT or DR mode

o L np -

Testing the load balancer configuration

AmmEsYEsamEERw

AT ET AR RRTRRRRRRRRS

Serial connection

EthO is usually the i
for fail-over cable y Eth1 is usually the

internal network external network
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Configuring the Loadbalancer.org appliance using the web based wizard

This section deals with the process of configuring a single load balancer appliance via the web based wizard.
The web based wizard enables you to configure a complete working configuration with one virtual server and
one real server. You can then continue in the web interface to make modifications to this basic configuration,

add additional Virtual IP's (VIPs), Real Servers (RIPs) etc.

Network interface configuration

Log in to the console:

Username: root
Password: loadbalancer

You can access the web interface either via links at the console or from a web browser on a client connected
to the same network (recommended). The default IP address is 192.168.2.21/24. To change this, at the
console use:

ifconfig ethO <IP address> <netmask> up

NB. This is temporary, the IP address MUST be set via the web interface to make this permanent

Accessing the Web User Interface (WUI)

With a web browser, access access the WUI : http://192.168.2.21:9080/Ibadmin/
(replace 192.168.2.21 with the correct address if this has been changed)

Username: loadbalancer
Password: loadbalancer

NB. If you prefer you can use the HTTPS administration address : https://192.168.2.21:9443/Ibadmin/

This will take you to the Loadbalancer.org web interface, where the web based configuration wizard will start
by default the first time it is accessed. This wizard will ask a series of questions in order to get you started
quickly.

loadbalancer®®

View Configuration Edit Configuration Maintenance

EDIT CONFIGURATION > SETUP WIZARD

The Loadbalancer.org Setup Wizard has not been run yet. You can run it now or anytime later via
Edit Configuration > Setup Wizard

Do you want to run it now 7 O yes B no

[ o

All further configuration and administration tasks can then be carried out through the web interface.

15



Configuring the Loadbalancer.org appliance using the console wizard

This section deals with the process of configuring a single load balancer appliance via the console. The
console wizard enables you to configure a complete working configuration with one virtual server and one
real server. You can then use the web interface to make modifications to this basic configuration.

Network interface configuration
Log in to the console:

Username: root
Password: loadbalancer

The default IP address is 192.168.2.21/24. To change this, at the console use:

ifconfig ethO <IP address> <netmask> up

NB. This is temporary, the IP address MUST be set via the web interface to make this permanent

To start the wizard, at the console type:

Ibwizard

This activates the console based configuration wizard which will ask a series of questions in order to get you
started quickly.

[root@lbmaster ~]# lbwizard

Welcome to the Loadbalancer.org Setup Wizard. In combination with your
Quickstart guide, this Wizard will help you initialize your load balancer.
You can exit the Wizard at any time by pressing Ctrl-C, and all changes

will be undone. Values within square brackets are defaults and will be used
where you have provided no alternative input.

Press Enter to continue, or Ctrl-C to E:::it.D

16



Example answers using the wizard for a two-arm NAT configuration

Once you have decided on your load balancing configuration the questions in the wizard should be fairly self
explanatory. The following example is for a two-arm NAT configuration:

Question: |s this unit part of an HA-Pair? (y/n)
Answer: n (We are just using one load balancer)

Question: Will the load balancer(s) form part of a one-armed set-up (i.e. same subnet as servers) ? (y/n)
Answer: n (We are going to use two-arm NAT mode)

Question: Enter the IP Address for the INTERNAL interface eth0 [192.168.2.21]:
Answer: 10.0.0.21 (This is for the internal subnet)

Question: Enter the netmask for interface eth0 [255.255.255.0]:
Answer: 255.255.255.0

Question: Enter the IP address for the EXTERNAL interface eth1 [10.0.0.21]:
Answer: 192.168.2.21 (This is for the external subnet)

Question: Enter the netmask for interface eth1 [255.255.255.0]:
Answer: 255.255.255.0

Question: Enter the IP address of the default gateway [10.0.0.1]:
Answer: 10.0.0.31 (The default gateway for your external network)

Question: Enter the IP address of the nameserver [192.168.2.1]:
Answer: 10.0.0.31 (The DNS server for your external network)

Question: Enter the port for first Virtual Server [80]:
Answer: 80 (The first virtual server will default to the external address i.e. 10.0.0.21:80)

Question: Enter the IP address of the first real server (back-end) [10.0.0.100]:
Answer: 192.168.2.50 (The real server must be on the internal subnet)

Question: To confirm these settings and make the changes permanent, press Enter. To cancel changes and
exit, press Ctrl-C.
Answer: <Enter> or Ctrl-C.

Once the wizard is complete the load balancer is configured correctly.

Now you need to configure the real server to ensure that it uses the internal IP address of the load balancer
as its default gateway. Once this is done you can test the virtual server from the external network.

You can also use the web interface to easily add more virtual or real servers to your configuration.

n If you need to restore the manufacturer's settings at any time — at the console use use the
command lbrestore

17



Additional Loadbalancer.org configuration (web interface)

This section deals with the configuration of the load balancers via the web interface. The wizard should
enable you to have a working virtual server with a single configured real server (back-end). You can use the
web interface to add or modify existing virtual and real servers as required.

If you used the web based wizard then you will already be in the web interface. From here all administration
tasks can be carried out.

If you chose to use the console wizard then you can now access the web interface either via links at the
console or from a web browser on a client connected to the same network (recommended).

With a web browser access the web interface : http://192.168.2.21:9080/Ibadmin/
(replace 192.168.2.21 with the correct address)

Log in to the console:

Username: root
Password: loadbalancer

NB. If you prefer you can use the HTTPS administration address : https://192.168.2.21:9443/Ibadmin/

£l https://192.168.2.165:9443/Ibadmin| v

i Load Balancer Administration S... | &7

loadbalancer

View Configuration Edit Configuration Maintenance

All administration tasks can be carried out through the web interface.

18



Additional real servers (web interface)

The wizard sets up one virtual server with one real server (back-end server) to send the traffic to. You will
need to add any extra servers through the web administration interface:

® Use Edit Configuration > Layer 4 Configuration > Real Servers and you should see your logical
virtual servers listed, select the one you want and click on Add a new Real Server

EDIT CONFIGURATION > REAL SERVERS

WIP 1 HTTP_Cluster (192.168.1.23.80) [ Add a new Real Server |

[ Virtual Servers |

®  You just need to give the IP address and port number of your web server
® Correctly specify your real servers IP address and service port
* Weight defaults to 1 making real servers active immediately

® |eave the minimum & maximum connections as 0 for unrestricted

EDIT CONFIGURATION > ADD A NEW REAL SERVER

Label IWebServerl l o
Real Server (ipaddress:port) | 1592.168,1.50:80 ‘ Q@
Weight | 1 | @
Minimum Connections 0 | @
Maximum Connections |':' @
Forwarding Method ﬂ,

Update

® The forwarding method will default to NAT if you have a two-arm configuration or DR if you have a
one-arm configuration

You have now finished the configuration of both load balancers for the cluster. Now you must configure the
back-end web servers to respond to the load balancer's requests.
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Real server configuration for NAT mode

If you are using a two-arm NAT load balancing method the real server configuration is a simple case of
configuring the load balancer as the default gateway. The real server must also have a valid IP address in
the internal subnet behind the load balancer.

Failure to correctly configure the real servers default gateway is the most common problem in
NAT configurations. Please refer to the administration manual for more details.

Real server configuration for DR mode (Linux)

If you are using a one-arm DR load balancing method each web server requires the ARP problem to be
handled. Every real server must be configured to respond to the VIP address as well as the RIP address.
This is because in DR mode load balanced traffic arrives on the VIP address but the load balancer health
checks are on the real server's IP address.

Solving for Linux (with iptables)

This is the recommended method for Linux. You can use iptables (netfilter) on the real server to re-direct
incoming packets destined for the virtual server IP address. This is a simple case of adding the following
command to your start up script (rc.local):

iptables -t nat -A PREROUTING -p tcp -d 10.0.0.21 -j REDIRECT

i.e. Redirect any incoming packets destined for 10.0.0.21 (virtual server) to my local address.

(Don't forget to change the IP address to be the same as your virtual server)

Solving for Linux (with arp_ignore sysctl values)

Each real server needs a loopback IP address to be configured as the VIP. This address needs to be
stopped from responding to ARP requests and the web server needs to be configured to respond to this IP
address.

With most modern Linux kernels (>2.6) you can alter the ARP behavior allowing you to configure a loopback
adapter without worrying about ARP issues. To do this just add the following lines to /etc/sysctl.conf and re-
boot, or run /sbin/sysctl.conf -p to reload the file:

net.ipv4.conf.all.arp ignore=1
net.ipvé4.conf.eth®.arp ignore=1
net.ipv4.conf.ethl.arp ignore=1
net.ipv4.conf.all.arp _announce=2
net.ipv4.conf.ethO.arp _announce=2
net.ipvé4.conf.ethl.arp announce=2

Alternatively, the following commands may be used to change the settings interactively during runtime:

echo
echo
echo
echo
echo
echo

/proc/sys/net/ipv4/conf/all/arp_ignore
/proc/sys/net/ipv4/conf/eth@/arp_ignore
/proc/sys/net/ipv4/conf/ethl/arp_ignore
/proc/sys/net/ipv4/conf/all/arp_announce
/proc/sys/net/ipv4/conf/eth0/arp_announce
/proc/sys/net/ipv4/conf/ethl/arp_announce

NNNR R R
VVVVVYV
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Once you have configured your Linux real server so that it won't respond to ARP requests for the loopback
adapter you can configure your VIPs as follows:

ifconfig lo:0 VIP netmask 255.255.255.255 up

To make this permanent and reboot safe you may include this command in rc.firewall or in a equivalent
customizable start-up script.

Failure to correctly configure the real servers to handle the ARP problem is the most common
problem in DR configurations. Please refer to the administration manual for more details.

Real server configuration for DR mode (Windows)

If you are using a one-arm DR load balancing method each web server requires the ARP problem to be
handled:

® Each server must have the MS loopback adapter installed and configured
® The MS loopback adapter must be configured to deal with the ARP problem

® Each server must be configured to respond to the VIP address as well as the RIP address. This is
because in DR mode load balanced traffic arrives on the VIP address but the load balancer health
checks are on the real IP address.

I Internet Infof cerver? Properties K B3 !
8 File  Acki

__g_le—_cmn Documents | Directory Security I HTTP Headers I Zuskom Errors I S
= = | | | E Web Site I Performance I ISAPI Filters I Home Direckory

5 4 Intermest Inforr Web site identification :

-3 WINZ003 { Description: | web Serverz|
- ) FTP Sit

) Applics IF address: I iall Unassigned) ~| advanced... |
=) Wweb s :
g W TCP pork: I =11 551 pork: I

de
d=i |— Conneckions

..

Remember that for all real servers in Direct Routing mode the load balanced application must
respond to both the virtual IP as well as the servers real IP. With Windows the IP address must
either be set to (All Unassigned) or use the Advanced tab to add a second IP address.
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Resolving ARP issues for Windows server 2000 & 2003 (DR mode only)

Windows server supports the direct routing method through the use of the MS loopback adapter to handle
the traffic.

NB. Please also refer to the next section for additional Windows 2008 steps.

Installing the Microsoft loopback adapter

1. Click Start, point to Settings, click Control Panel, and then double-click Add/Remove Hardware.
2. Click Add/Troubleshoot a device, and then click Next

3. Click Add a new device, and then click Next

4. Click No, | want to select the hardware from a list, and then click Next

5. Click Network adapters, and then click Next

6. In the Manufacturers box, click Microsoft

7. In the Network Adapter box, click Microsoft Loopback Adapter, and then click Next

8. Click Finish

Select Hetwork Adapter

5 . Hardware Type e
“wihich network. adapter do pou want ta install? ‘What type of hardware do pou want to install?

Eﬁj Click. the Metwork. Adapter that matches your hardware, B

installation disk for this component, click Have Disk. srleeblisvhe obheldaie botlbvaniid il

Hardware tppes:

M Infrared devices =1
Manufacturers: Metwork Adapter: = Memony technology driver
- - @ todems
Microgate ;I Microsoft Loopback Adapts S0 Multi-part serial adapters
M!crosense B Metwork adapters
Microzaft L % Other devices
Mltr_on ] @ PCMCIA adapters
M ational 5 emiconductar i F\," Ports [COM & LPT)
P e il
4 | > [ Primbare
< Back Meut > I Cancel I
< Back Mext » Cancel

NB. For Windows 2008, you can go to Start, Run & type hdwwiz to start the hardware installation wizard.
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Configuring the loopback adapter

1. Click Start, point to Settings, click Control Panel, and then double-click Network and Dial up Connections
2. Right click the new local adapter and select properties

3. Remove the tick from Client for Microsoft Networks

4. Remove the tick from File and Printer Sharing for Microsoft Networks

5. Remove the tick from QoS Packet Scheduler (Windows 2008)

Local Area Connection 2 Properties el |

General I Sharingl

Connect using:

| B2 Microzoft Loopback Adapter

Components checked are uzed by this connection:

[w] Client far Microzoft Networks
™ File and Frinter Sharing for Microzoft Metwork s
Internet Protocal [TCRAP)

Inztall... Lnirnztall Froperties

— Description
Tranzmission Control Protocol/lnternet Protocol. The default
wide area network, protocol that provides communication
acrozs diverse interconnected netwarks.

™ Show icon in taskbar when connected

ak Cancel

6. Select TCP/IP Properties

i B3]

General

You can get IP zettings assigned automatically if pour network: supports
thiz capability. Othenwise, you need to azk pour netwaork, administrator for
the appropriate [P zettings.

" Obtain an IP address automatically

—{* |ze the following [P address:
IP address: 192 168 . 1 . 20

Subnet mask: I 285,256,255 . 0
Default gateway: I : 2 z

= Ohbtain DHS senver addiess sutomatically

—{* |ze the following DNS server addresses:

Preferred DMNS server: I . . .
Alternate DNS server | ; ; ;

Advanced... |

(0] I Cancel |

7. Fill in the virtual server IP address e.g. 192.168.1.20 and the subnet mask

8. Click on the Advanced button
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9. Change the Interface Metric to 254 (This stops the adapter responding to ARP requests). This does not
need to be set for Windows 2008

10. Click OK and save all changes

IP Settings | NS | wins | Options |
—IP addr
IP address | Subnet mask
192.168.1.20 255.255.265.0
add. | Edit Femove |
i Default gat
Gateway | tdetric |
Add... | Edit... Hemoye
Interface metric: 254
Ok Cancel

11. Repeat the above process for all of your real servers

For Windows server 2003 SP1 & above, if you have enabled the built-in firewall, you will need to
create an exception to enable access to the web server. This exception by default will allow traffic
on both the network and loopback adapters.
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Resolving ARP issues for Windows server 2008 (DR mode only)

In Windows 2008 we have a whole new way of controlling networking. Microsoft finally have a sensible way
of controlling network interfaces.

NB. Please also read the previous section relating to MS loopback adapter installation.

For Windows server 2008, if you want to leave the built-in firewall enabled, you'll either need to
enable the relevant default firewall exceptions or create your own to enable access to the web
server. By default these exceptions will allow traffic on both the network and loopback adapters.

Weak and strong host behavior in Windows

Windows XP and Windows Server® 2003 use the weak host model for sending and receiving for all IPv4
interfaces and the strong host model for sending and receiving for all IPv6 interfaces. You cannot configure
this behavior. The Next Generation TCP/IP stack in Windows Vista and Windows Server 2008 supports
strong host sends and receives for both IPv4 and IPv6 by default.

® You still need to configure the loopback adapter with the VIP (but you don’t need to set the metric)
® You still need to disable the firewall (or enable the relevant exception)

®* Then you need to use the following command line magic:

netsh interface ipv4 set interface "net" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostsend=enabled

NB. please ensure that “loopback” in the above commands is entered using the same upper or lower case
as the interface name, in this example, lowercase is used for both.

Before running the above commands, you'll need to rename the physical and loopback adapters from the
default of “Local Area Network Connection x" to “net” and “loopback” respectively (both names should be
lowercase to match the 'netsh’' commands above)

qE’-Netwurk Connections I =]
(::“‘::" |ﬁ:_.| = Mebwork Co... » ﬂgj I":.earn:h
File Edit Wew Tools Advanced Help
Crganize ¥ 5 Wiews v ﬂ'
Marme |v| Skatus I"I Device Mame I"I Canneckivity IvJ Metwaork Cakegory: I v| | *l
LAN or High-Speed Internet (3} =

J Metwork cable unplugged ) retwork
p 3 7 T 1 -
% g~ Broadcom Metkbremes Giga. .. giter  Broadcom Metxtreme Giga...

==
L W loophack
i Unidentified netwark,

{8 L= |
G Microsoft Loopback sdapter

L! Local Area Connection l-‘-'! net
My iy
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Or if you want to look up the index number instead using the following command:

netsh interface ipv4 show interface

then substitute the relevant index number for “net” and “loopback” in the three netsh commands

Failure to correctly configure the real servers to handle the ARP problem is the most common
problem in DR configurations.
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Testing the load balancer configuration

For testing add a page to each real web servers root directory e.g. test.html and put the server name on this
page.

Now you need a couple of clients to do the testing. Open up a web browser on two different clients and enter
the URL for the VIP i.e. http://192.168.1.20/.

Each client should see a different server name because of the load balancing algorithm in use i.e. they are
being load balanced across the cluster.

Why test two clients? If you use a single client it will most likely keep on hitting the same server for multiple

requests. This is to do with the way that the load balancing algorithms are optimised.

n When using a two-arm NAT load balancing method the test client must be in the external subnet.

Connection error diagnosis

If you get a connection error when trying to access the VIP then:

1. Check View Configuration > Network Configuration and make sure that the VIP is active on the load
balancer, if not check Logs > Heartbeat for errors.

2. Check Maintenance > System Overview and make sure none of your VIPs are highlighted in red. If they
are, your cluster is down and you should see health check diagnosis (next page). Green indicates a
healthy cluster, yellow indicates that your cluster may need attention (one real server may be down),
and blue indicates a real server has been deliberately taken offline.

VIEW CONFIGURATION > SYSTEM OVERVIEW

CPU Memory
1% 11%
112 /1000 MB
Disk Hetwork Throughput
Jroot | | 20% 0%
ivarfog | | 0% 12 B kbit

Key cluster healthy cluster may need attention cluster is down real server deliberately offline

HTTP_Cluster - 192.163.2 21480 total connections:0 |

FTP__Cluster - 192 168.2.11:20 total connections:0

SMTP_Cluster - 192.168.2.1:30 total connections:0 |

3. If the VIP is still not working then check Reports > Current Connections to see the current traffic in
detail, any packets marked SYN_RECYV imply incorrect real server configuration. Check that any NAT

mode servers have the correct default gateway and any DR mode servers are responding to the VIP as
well as their own IP.
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Health check diagnosis

Go to the Maintenance > System Overview section of the web interface and check that when you use 'take
offline' the connections are redirected to the rest of the cluster as expected.

Pull the network cable out of one of the web servers, wait a few seconds (for the load balancer to detect the
change) and then refresh the browsers on both clients. They should now both switch to the same server (as
one has been removed from the load balancing list).

Put the network cable back in to the web server, wait a few seconds and then refresh the browsers again.
They should now show different web servers again.

Key cluster healthy cluster may need attention cluster is down real server deliberately offline

B DR_MoneyTrans - 192 168.1.205:80 total connections:924

Label IP Method Weight Active conns Inactive conns

Alpha_Server 192.168.1.23:80 DR 1 0 M9 take offline
Beta_Server 192.168.1.114:80 DR L] 0 1] bring enline
Gamma_Server 192.168.1.66:80 DR 0 0 0

Delta_Server 192.168.1.69:80 DR 1 L] e take offline
Epsilon_Server 192.168.1.71:B0 DR 1 0 229 take offline

The example above shows that the requested status of Gamma_Server is down (red). This implies that the
real server has failed a health check; you can investigate this using Logs > Ldirectord. If you know the real
server should be active, you may need to increase the health check time-out Edit Configuration > Global
Settings.

The Beta_Server however is blue, this indicates that it is deliberately in maintenance mode. You can use
'bring online' to make it active.

Testing high-availability for a Loadbalancer.org HA-pair

To test fail-over of a clustered pair of load balancers, power down the master and check that the slave unit
takes over all the floating IP(s).

If fail-over does not occur correctly check Logs > Heartbeat on both nodes for any errors.

When testing load balancer fail-over, do not just pull the serial cable and network cable out. These
will not cause a fail-over and will invalidate the cluster configuration (split brain). You can configure
fail-over on network failure but it is not enabled by default.
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Does vour application cluster correctly handle its own state?

Load balancers work most effectively if the application servers are completely stateless.

This means that if a web server fails and is automatically taken out of the cluster; then all the
current user sessions will be transferred to other servers in the cluster without the users needing to re-
login to the application again. If your application doesn't have a persistent data store then you can't
have seamless fail over for your back-end servers.

Web based applications are inherently stateless and an ideal candidate for load balancing. However, Do your
web servers store persistent information on local drives?

®* Images (jpeg, png, gif etc.)

® Files (html, php, asp etc.)

If so these files either need to be on shared storage such as an NFS/CIFS mount, or they need to be
replicated to all of the nodes in the cluster.

Replication solutions for shared data

On UNIX you can use the RSYNC command to replicate files, on Windows Server you can use RSYNC as
well but you may prefer ROBOCOPY from the Windows Server Resource Kit. Usually you will upload your
content to one master server and then replicate it to the other servers in the cluster.

Solutions for session data

Standard ASP and PHP session data is stored locally by default, leaving your session data in a local store
will prevent you from implementing seamless application server fail-over in your cluster. If an application
server fails, all of the local session data will be lost and your user will need to re-log in and possibly lose
shopping baskets etc.

This problem is easily resolvable by implementing a shared persistent data store for the cluster. This is
usually either done with a shared back-end database or a shared memory solution.
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What do you do if your application is not stateless?

Some applications require state to be maintained such as:

®* Terminal Server
® SSH

® FTP (upload)

® SMTP (incoming)

You may also find that you are unable to modify your HTTP/HTTPS based application to handle shared
session data.

If this is the case you can use persistence by source IP address. You lose the ability to have transparent fail-

over, but you do still get increased capacity and manageability. This persistence problem occurs with all load
balancers and all vendors use standard methods and technology to mitigate the issue.

Loadbalancer.org persistence methods

® Source IP (subnet)

® Cookie (Active or Passive)

The standard Layer 4 persistence method is source IP persistence, you can handle millions of persistent
connections at Layer 4. Just modify your virtual server to be persistent if you require source IP persistence.

Cookies are a Layer 7 based persistence method that can offer more even traffic distribution and also handle
any clients where the source IP address may change during the session (e.g. mega proxies).

NB. Cookies can only be used in HTTP/HTTPS based applications (see the administration manual, example
3 in Section D for more details).

Loadbalancer.org technical & hardware support

If you have any questions regarding the appliance don't hesitate to contact the support team
support@loadbalancer.org or your local reseller.

Hardware support can be arranged either direct with Loadbalancer.org or via your local reseller.

For more detailed explanations and complex configuration details please refer to our full administration
manual which is available at: http://www.loadbalancer.org/pdffiles/loadbalanceradministration.pdf
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