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Loadbalancer.org Terminology

Acronym

Load Balancer
VIP

RIP

GW

wul
Floating IP

Layer 4
Layer 7
DR
NAT
SNAT
(HAProxy)
SSL Termination

(Pound & STunnel)
MASQUERADE

One Arm
Two Arm

Eth0
Eth1

Terminology

An IP based traffic manager for server clusters

The Virtual IP address that a cluster is contactable on (Virtual Server/Service)

N.B. Prior to v7.5 a VIP is known as a 'Virtual Server', from v7.5 onwards it's known as
a 'Virtual Service'

The Real IP address of a back-end server in the cluster (Real Server)

The Default Gateway for a back-end server in the cluster

Web User Interface

An IP address shared by the master & slave load balancer when in a high-availability
configuration (shared IP)

Part of the seven layer OSI model, descriptive term for a network device that can route
packets based on TCP/IP header information

Part of the seven layer OSI model, descriptive term for a network device that can read
and write the entire TCP/IP header and payload information at the application layer
Direct Routing is a standard load balancing technique that distributes packets by
altering only the destination MAC address of the packet

Network Address Translation — Standard load balancing technique that changes the
destination of packets to and from the VIP (external subnet to internal cluster subnet)
Source Network Address Translation — Load balancer acts as a proxy for all incoming &
outgoing traffic

The SSL certificate is installed on the load balancer in order to decrypt HTTPS traffic
on behalf of the cluster

Descriptive term for standard firewall technique where internal servers are represented
as an external public IP address. Sometimes referred to as a combination of SNAT &
DNAT rules

The load balancer has one physical network card connected to one subnet

The load balancer has two network interfaces connected to two subnets — this may be
achieved by using two physical network cards or by assigning two addresses to one
physical network card

Usually the internal interface also known as Gb0

Usually the external interface also known as Gb1

What is a Virtual IP Address?

Most load balancer vendors use the term Virtual IP address (VIP) to describe the address that the cluster is
accessed from. It's important to understand that the Virtual IP address (VIP) refers to both the physical IP
address and also to the logical load balancer configuration. Likewise the real IP (RIP) address refers to both
the Real Servers physical IP address and its representation in the logical load balancer configuration.

What is a Floating IP Address?

The floating IP address is shared by the master and slave load balancer when in a high-availability
configuration. The network knows that the master controls the floating IP address and all traffic will be sent to
this address. The logical VIP matches this address and is used to load balance the traffic to the application
cluster. If the master has a hardware failure then the slave will take over the floating IP address and
seamlessly handle the load balancing for the cluster.

N.B. In scenarios that only have a master load balancer there can still be a floating IP address, but in this
case it would remain active on the master unit only.



What are Your Objectives?

It's important to have a clear focus on your objectives and the required outcome for the successful
implementation of your load balancing solution. If the objective is clear and measurable, you know when you
have achieved the goal.

Load balancers have a number of flexible features and benefits for your technical infrastructure and
applications. The first question to ask is:

Are you looking for increased performance, reliability, ease of maintenance or all
three?

A load balancer can increase performance by allowing you
Performance to utilize several commodity servers to handle the
workload of one application

Running an application on one server gives you a single
point of failure. Utilizing a load balancer moves the point of
Reliability failure to the load balancer. At Loadbalancer.org we advise
that you only deploy load balancers as clustered pairs to
remove this single point of failure

Using the appliance, you can easily bring servers on and
Maintenance off line to perform maintenance tasks, without disrupting
your users

n In order to achieve all three objectives of performance, reliability & maintenance in a web
based application, your application must handle persistence correctly (see page 40 for more
details).




What is the Difference Between a One-Arm and a Two-Arm Configuration?

The number of 'arms' is normally a descriptive term for how many physical connections (Ethernet interfaces)
are used to connect a device to a network. It's very common for a load balancer that uses a routing method
(NAT) to have a two-arm configuration. Proxy based load balancers (SNAT) commonly use a one-arm

configuration.
One-Arm The load balancer has one physical network card connected to one subnet
Two-Arm The load balancer has two network interfaces connected to two subnets — this can be

achieved by using two physical network cards or by assigning two addresses to one
physical network card

What Load Balancing Methods are Supported?

The Loadbalancer.org appliance is one of the most flexible load balancers on the market. The design of the
appliance allows different load balancing modules to utilize the core high availability framework of the
appliance. Multiple load balancing methods can be used at the same time or in combination with each other.

Layer 4 DR Ultra-fast local server based load balancing 1 ARM
(Direct Routing) Requires handling the ARP issue on the Real Servers
Layer 4 NAT Fast Layer 4 load balancing, the appliance becomes the 2 ARM
(Network Address default gateway for the Real Servers
Translation)
Layer 4 TUN Similar to DR but works across IP encapsulated tunnels 1ARM
Layer 7 SSL Termination Usually required in order to process cookie persistence in | 1 or 2 ARM
(Pound & STunnel) HTTPS streams on the load balancer
Processor intensive
Layer 7 SNAT Layer 7 allows great flexibility including full SNAT and 1or 2 ARM
(Source Network WAN load balancing, cookie insertion and URL switching
Address Translation: Not as fast as Layer 4
HAProxy)

100"

Recommended for high performance fully transparent and scalable solutions

Recommended if HTTP cookie persistence is required, also used for several Microsoft
applications such as Exchange, Sharepoint, Terminal Services (Connection Broker & RDP
Cookie persistence) that use SNAT mode

Only required for Direct Routing implementation across routed networks (rarely used)




Loadbalancer.org Recommendation:

Where feasible, one-arm direct routing (DR) mode is our recommended method because it's a very high
performance solution with little change to your existing infrastructure.

Sometimes it's not possible to use DR mode. The two most common reasons being: if the
application cannot bind to the RIP & VIP at the same time; or if the host operating system
cannot be modified to handle the ARP problem (see page 20-35 for more details).

A second option is Network Address Translation (NAT) mode. This is a fairly high performance solution but it
requires the implementation of a two-arm infrastructure with an internal and external subnet to carry out the
translation (the same way a firewall works). Network engineers with experience of hardware load balancers
will have often used this method.

The third option is Source Network Address Translation (SNAT) mode using HAProxy. If your application
requires that the load balancer handles cookie insertion, RDP cookies, Session Broker integration or SSL
termination then this option is appropriate. This can be deployed in one-arm or two-arm mode and does not
require any changes to the application servers. HAProxy is a high-performance solution that operates as a
full proxy, but due to this it cannot perform as fast as the layer 4 solutions.

n If your application doesn't maintain its own state information then you may need to use cookie
insertion to maintain server persistence (affinity).

The following sections describe these configurations in more details.

n IMPORTANT NOTE - If you are using Microsoft Windows Real Servers (i.e. back-end
servers) make sure that Windows NLB (Network Load Balancing) is completely disabled to
ensure that this does not interfere with the operation of the load balancer.




Direct Routing (DR)

One-arm direct routing (DR) mode is a very high performance solution that requires little change to your
existing infrastructure. N.B. Brocade & A10 Networks call this Direct Server Return and F5 call it N-Path.

Ethemeat Switch,
Segment or VLAN

Floating IP (virual)
VIP: 192.168.1.20

Master Slave
IP: 192.168.1.21 IP: 192.168.1.22

pi

Firewall
IP: 192.168.1.31

Server 1

VIP: 192.168.1.20 (on loopback adapter)
IP: 192.168.1.50
GW: 192.168.1.31 (default gateway)

Server 2

VIP: 192.168.1.20 (on leopback adapter)
RIP: 192.168.1.60

GW: 192.168.1.31 (default gateway)

® Direct Routing works by changing the destination MAC address of the incoming packet on the fly
which is very fast

® However, this means that when the packet reaches the Real Server it expects it to own the VIP. This

means you need to make sure the Real Server responds to both its own IP and the VIP, but does not
respond to ARP requests for the VIP. Please refer to page 20-35 for more details on resolving the
ARP problem

® On average, DR mode is 8 times quicker than NAT for HTTP, 50 times quicker for Terminal Services
and much, much faster for streaming media or FTP

® | oad balanced services can be configured directly on the interface (normally ethO) with no additional
IP address. However, when using a clustered pair, all load balanced Virtual Servers/Services must
be configured on a floating IP to enable failover & failback between master & slave

® The Virtual Server/Service and Real Servers must be in the same switch fabric / logical network.
They can be on different subnets, provided there are no router hops between them. If multiple
subnets are used, an IP address in each subnet must be defined on the load balancer

® Port translation is not possible in DR mode i.e. having a different RIP port than the VIP port
® DR mode is transparent, i.e. the Real Server will see the source IP address of the client
® Administration of the load balancer is via any active IP address (on port 9080)



Network Address Translation (NAT)

Sometimes it's not possible to use DR mode. The two most common reasons being: if the application cannot
bind to the RIP & VIP at the same time; or if the host operating system cannot be modified to handle the ARP
problem. The second choice is Network Address Translation (NAT) mode. This is also a high performance
solution but it requires the implementation of a two arm infrastructure with an internal and external subnet to
carry out the translation (the same way a firewall works).

Ethemet Switch,
Segment ar VLAN

External Floating IP jvirual)
VIP: 10.0.0.20

Master Slave
IP: 10.0.0.21 (extemnal) IP: 10.0.0.22 (external)

HE
Master Slave

Firewall IP: 192.168.1.21 (internal)  |p: 192.168.1.22 (intemal)
xRl Internal Floating IP (virual)
VIP: 192.168.1.20
Server 1 =i
IP: 192.168.1.50 B

A

GW: 192.168.1.20 (default galeway)/ Sy

Server 2
IP: 192.168.1.60
GW: 192.168.1.20 (default gateway)

Ethernet Switch,
Segment or WVLAN

® In two-arm NAT mode the load balancer translates all requests from the external Virtual
Server/Service to the internal Real Servers

® Normally ethO is used for the internal network and eth1 is used for the external network although this
is not mandatory. If the Real Servers require Internet access, Autonat should be enabled using the
WUI option: Cluster Configuration > Layer 4 — Advanced Configuration, select the external interface

® \When the wizard is used, Real Servers are automatically given access to the Internet through the
load balancer (via Auto-NAT)

® The Real Servers must have their default gateway configured to point at the load balancer. When
master & slave units are used, a floating IP must be used to enable failover

® | oad balanced services can be configured directly on the interface (normally ethO) with no additional
IP address. However, when using a clustered pair all load balanced Virtual Servers/Services must be
configured on a floating IP to enable failover & failback between master & slave

® Normally the Virtual Server/Service and Real Servers should be located on different subnets within
the same logical network (i.e. no router hops) and the load balancer should have an IP address in
each subnet. N.B. It is possible to have Real and Virtual Servers/Services in the same subnet —
please search for 'One-Arm (Single Subnet) NAT Mode' in the administration manual. N.B. It is
possible to have the IIS servers located on routed subnets, but this would require a customized
routing configuration on the IIS servers and is not recommended

® [f you want Real Servers to be accessible on their own IP address for non-load balanced services,
e.g. SMTP or RDP, you will need to setup individual SNAT and DNAT firewall script rules for each
Real Server. Please search for 'Enabling Access to non Load-Balanced Services' in the
administration manual for more details

® NAT mode is transparent, i.e. the Real Server will see the source IP address of the client
® Administration of the load balancer is via any active IP address (on port 9080)
® Port translation is possible in NAT mode, i.e. VIP:80 — RIP8080 is allowed



Source Network Address Translation (SNAT)

If your application requires that the load balancer handles cookie insertion then you need to use the SNAT
configuration. This mode is also used with numerous Microsoft applications such as Exchange, Sharepoint,
Lync etc.

Ethernet Switch,
Segment or VLAN

Floating IP {virtual)
Firewall VIP: 192.168.1.20

192.168.1.31

N Master Slave
X IP: 192.168.1.21 IP: 192.168.1.22
et el =
L ]

S |

Internet \!
.. 4

-

=

\

& o .-.
Server 2
RIP: 192.168.1.60
GW: 192.168.1.31 (default gateway)

Server 2
RIP: 192.168.1.60
GW: 192.168.1.31 (default gateway)

Backup Server Pool

This mode has the advantage of a one arm configuration and does not require any changes to the
application servers. However, since the load balancer is acting as a full proxy it doesn't have the same raw
throughput as the layer 4 methods.

The network diagram for the Layer 7 HAProxy SNAT mode is very similar to the Direct Routing example
except that no re-configuration of the Real Servers is required. The load balancer proxies the application
traffic to the servers so that the source of all traffic becomes the load balancer.

® As with other modes a single unit does not require a Floating IP, although it is recommended to
make adding a slave unit easier

® SNAT is a full proxy and therefore load balanced Real Servers do not need to be changed in any
way

® Because SNAT is a full proxy any server in the cluster can be on any accessible subnet including
across the Internet or WAN

® SNAT is not transparent by default, i.e. the Real Servers will not see the source IP address of the
client, they will see the load balancers IP address. If required, this can be solved by either enabling
TProxy on the load balancer, or for HTTP, using X-forwarded-For headers. Please search for 'Using
Transparent Proxy' and 'Set X-Forwarded-For Header' in the administration manual for more details.

n For detailed configuration examples using various modes, please refer to chapter 10 of the full
administration manual available at the following URL:

http://www.loadbalancer.org/pdf/loadbalanceradministrationv7.pdf
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High-Availability Configuration of two Loadbalancer.org Appliances

Loadbalancer.org's recommended configuration is to use a clustered pair of load balancers to provide a
highly available and resilient load balancing solution. In this configuration, the pair communicates via a
heartbeat to determine if the master node is active. Should the master node suffer a failure, the slave will
immediately take over any resources hosted on the shared floating IP addresses.

Using a single load balancer introduces a single point of failure for your infrastructure so it is
strongly recommended to use two appliances in a clustered pair.

Clustered Pair Configuration Methods

There are two ways to configure a clustered pair; either by using the wizard or configuring the units manually.

Using the Wizard

If the wizard is used, the slave is configured first and then the master. This ensures that both units can first
communicate via the selected link and also that settings that are configured on the master and correctly
replicated to the slave.

n For more details on using the wizard and an example, please refer to pages 15-16.

Manual Configuration

If the master is configured first without using the wizard and the slave is added later, the following points
should be considered:

® The role of the unit to be used as the slave must be set to 'slave' using the drop-down located under
Local Configuration > Hostname & DNS in the WUI. Once updated, the hostname will be
automatically set to 'Ibslave'. This can also be changed to a custom value if required

® The IP address of the slave must be defined on the master using the Slave Load Balancer Address
field located under Cluster Configuration > Heartbeat Configuration in the WUI

® The Synchronize Configuration with peer option located under Maintenance > Backup & Restore in
the WUI should be used to force replication to the slave so both units are correctly synchronized

® Once the IP address is set and synchronization has occurred, heartbeat must be restarted on the
master unit as directed. This can be done using the WUI option: Maintenance > Restart Services and
clicking Restart Heartbeat

For more details please refer to the section Adding a Slave Unit after the Master has been
Configured in the full administration manual.
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Unpacking and Connecting the Loadbalancer.org Appliance

® Remove all packaging

® Rack mount the appliance if required

® The power supply is an auto sensing unit (100v to 240v)

® Connect the power lead from the power socket to the mains or UPS

® Connect a network cable from the switch to one of the Ethernet ports — typically eth0 but this is not
mandatory

® |f using a two-armed configuration connect another cable to a second Ethernet port — typically eth1
but this is not mandatory (N.B. the Enterprise and Enterprise R16 have 2 ports, the MAX and 10G
have 4 ports)

® For a clustered hardware pair connect a serial cable (1 supplied with each appliance) between the
two appliances — if this is not possible (e.g. different rack) heartbeat must be configured to use ucast
over the network

® Attach a monitor to the VGA port and keyboard to the USB or PS/2 port

® Check mains power is on and press the power switch to start the appliance (the fans should start &
front panel LED’s should light)

® Allow a minute for booting

The following sections of this document cover the following steps:

® |nitial Network Interface Configuration
® Accessing the Web User Interface (WUI)
® Configuring the appliance using the web based wizard

® Appliance configuration using the WUI

® Testing the load balancer configuration

L] .e'...

su o

QLT
Serial connection
for the fail-over
(heartbeat) cable ethO is usually the
internal network

eth1 is usually the
external network

N.B. The above image shows the Enterprise MAX, for connecting other models please refer to the Appendix.
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Initial Network Interface Configuration

By default the load balancer is pre-configured with the following IP address & subnet mask:
192.168.2.21 / 255.255.255.0

This default address can be changed at the console in two ways:

® Using the built-in Network Setup Wizard

® Using traditional Linux commands

Using the Network Setup Wizard

To run the wizard, login to the console of the appliance as the 'setup' user. This is explained in the initial
console start-up message as shown below:

Helcome to the Loadbalancer.org appliance.

To perform initial network configuration, log in to the console as
Username: setup
Password: setup

To access the web interface and wizard, point your browser at
http:r-192.168.2.21 9888~

or
https:r-192.168.2.21:9443~

lbmaster login:

® |ogin to the console:

Username: setup
Password.: setup

® Once logged in, enter the IP address /mask, default gateway & DNS servers at the prompts as
shown below:

Loadbalancer.org basic network =set up

Static IP address (eg. 1592.168.0.26&) 192.168.67.23/18
Default gateway (eg. 192.1&8.0.1) 192 .168.64.1
DHNS Servers

Primary {eg. 192.1&68.0.250) 152.168.649.1

Secondary (Leave blank to omit)

13



After the required settings have been entered, a summary will be presented along with details of how to
access the WUI as shown below:

Summary of settings

Static IP address: 182.168.67.23/718
Default gateway: 182.168.64.1
DHS servers: 192.168.649.1

You may now connect the ethd network interface to your switch, and
continue configuration through the web interface on:

http://192.168.67.23:9080/1badmin/

Pre=z=z any key...

As mentioned in the text the IP address is now configured for interface ethO.
IP addresses for the other interfaces can now be configured using the WUI option: Local Configuration >

Network Interface Configuration (to access the WUI please refer to pages 15 and 17) or by using Linux
commands as explained in the following section.

Using Linux Commands

To set the IP address, login to the console or an SSH session as root:

Username: root
Password: loadbalancer

set the IP address using the following command:

ip addr add <IP address>/<mask> dev ethO

e.g.
ip addr add 192.168.1.100/24 dev eth0

set the default gateway using the following command:

route add default gw <IP address> <interface>

e.g.
route add default gw 192.168.1.254 ethO

N.B. Setting the IP address in this way is temporary, the IP address MUST be set via the WUI to make
this permanent otherwise settings will be lost after a reboot

14



Accessing the Web User Interface (WUI)

® Using a web browser, access the WUI using the following URL:
http://192.168.2.21:9080/Ibadmin/
(replace 192.168.2.21 with your IP address if it's been changed)

N.B. If you prefer you can use the HTTPS administration address:
https://192.168.2.21:9443/Ibadmin/
(replace 192.168.2.21 with your IP address if it's been changed)

® | ogin to the WUI.

Username: loadbalancer
Password: loadbalancer

® Once logged in, you'll be asked if you want to run the web based setup wizard. The wizard asks a
series of questions in order to setup the appliance with an initial basic configuration. If you prefer to
configure the appliance manually, simple select 'no’ to the question.

CLUSTER CONFIGURATION >

The Loadbalancer.org Setup Wizard has not been run yet. You can run it now or anytime later with
Cluster Configuration > Setup Wizard

Do you want to run it now?

[11]
w
3
=]

Configuring the Loadbalancer.org Appliance Using the Web Based Wizard

The wizard can be used to setup a single layer 4 DR mode or NAT mode Virtual Service with a single Real
Server. The wizard can be used for both single unit deployments and clustered pair deployments. N.B. The
wizard cannot currently be used to configure layer 7 services

Outline steps — Single unit deployments:

® Set the IP address using one of the methods described earlier

® Using the WUI run the Wizard (Cluster Configuration > Setup Wizard)

Outline steps — Clustered pair deployments:

® Set the IP address on both units using one of the methods described earlier
® For hardware appliances connect the serial cable between both units
® Using the WUI on the slave unit run the Wizard (Cluster Configuration > Setup Wizard)

® Now run the Wizard on the master unit to complete the process

15



Example Answers Using the Wizard for a Two-Arm NAT Configuration (Single Unit)

The following example covers setting up a layer 4 NAT mode Virtual Service with one Real Server. Additional
Virtual Services (VIPs) and Real Servers (RIPs) can then be added using the WUIL.

SETUP WIZARD

Is this unit part of an HA-pair? ) yes ® .

Will the load balancer form part of a one armed set-up (i.e. same subnet as servers)? @

Then the load balancer will form part of a two-armed set-up. {See Quickstart guide for further explanation.)
We will now configure the load balancer's network interfaces:

Enter the IP address for the INTERNAL interface eth0 (CIDR format): 192_168.2.120/24
Enter the IP address for the EXTERNAL interface eth1 (CIDR format): 10.0.0.120M16
How we will configure the DNS and gateway settings for the load balancer.

Enter the IP address of the default gateway IP vd: 10.0.01

Enter the IP address of the default gateway IP vi:

Enter the IP address of the nameserver: 10.0.0.1

Enter the |P address of the second nameserver:

How we will configure the first Virtual Service.

Enter the port number for the Virtual Service: al

Enter the IP address of the first Real Server {backend}: 192.168.2.60

Please check that all your settings are correct! Submit

Check that your settings are correct and click Submit. Once the wizard is complete the load balancer is
configured and ready to use.

For NAT mode — as used in this example, you must also configure the Real Server to use the appliance as
its default gateway. For a single unit this can be done by setting the gateway to be the appliance's internal
interface. Once this is done you can test the Virtual Service from the external network. By default, the wizard
uses the IP address of the external interface for the VIP, 10.0.0.120 in this example.

You can now use the Cluster Configuration menu option in the WUI to easily add more Virtual Services or
Real Servers to your configuration as explained on pages 18 & 19.

N.B. When using the wizard, heartbeat is configured to use the serial link. When configuring manually (i.e.
without the wizard) the default method is ucast over the network, but this can be changed as required.

To restore manufacturer's settings use the WUI option: Maintenance > Backup & Restore >
Restore Manufacturer's Defaults. N.B. this will reset the IP address to 192.168.2.21/24.
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Appliance Configuration Using the Web User Interface

For a clustered pair, all configuration must be carried out on the master unit, the slave unit will
then be synchronized automatically via the network.

If you have already used the web based wizard, then you will already be using the WUI. From here all

administration tasks can be carried out. If not, access the WUI as follows:

With a web browser access the WUI: http://192.168.2.21:9080/Ibadmin/

(replace 192.168.2.21 with the correct IP address)

log in to the WUI:

N.B. If you prefer you can use the HTTPS administration address: https://192.168.2.21:9443/Ibadmin/
ENTERPRISER16

All administration tasks can be carried out through the web interface. If root access to the appliance is
required for any reason via the console or a SSH session, the following default credentials should be used:

root credentials:

Username: loadbalancer
Password: loadbalancer

Master

SYSTEM OVERVIEW

Date: Wednesday, January 16, 2013 03:06:17

Active

Loadbalancer.erg - Total NIC Throughput
6.0 k
5.0k
2 40k
n
T 30k
L 20k
1.0 k
0.0
Tue 18:00 Wed 00:00 Wed 06:00 Wed 12:00
ORX 609 Min, 886 Avg, 372225 Total,
WX 0 Min, 2874 Avg, 1207006 Total,
Loadbalancer.org - System Load Average
1.0
T o8
o
2 0.6
e
) 0.4
n
& ez
0.0+
Tue 18:00 Wed 00:00 Wed 06:00 Wed 12:00
B 1lm average 0.03 Min, 0.19 Avg, 0.35 Max,
E 5m average 0.10 Min, 0.13 Avg, 0.16 Max,
B 15m average ©.03 Min, ©.04 Ava, 0,85 Max,
Loadbalancer.org - Memory Usage
2,06
1.5 G
n
o
s 1.0 G
@
0.56G
0.0
Tue 1&:00 Wed 08: 08 Wed 06:00 Wed 12:00
W Used 79.64M Min, 84.90M Avg, 90.16M Max,
O Page 57.68M Min, G57.78M Avg, 57.8BM Max.
B Buffer 11.78M Min, 11.92M Avg, 12.06M Max,
E Free 1854.39M Min, 1860.58M Avg, 1B66.77M Max,

Username: root
Password: loadbalancer
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Adding Virtual Services
If used, the wizard sets up a single Virtual Service (VIP). Extra VIPs can be added using the WUI.

To add a layer 4 VIP:

® In the WUI select Cluster Configuration > Layer 4 — Virtual Services

N.B. If the wizard was used, you'll see the VIP that was created by the wizard as shown below

LAYER 4 - VIRTUAL SERVICES

[ Add a new Virtual Service |

VIP1 10.0.0.120 Port 0/cp NAT [ Modify | [ Delete |

® (Click [Add a new Virtual Service]

CLUSTER CONFIGURATION > ADD A NEW VIRTUAL SERVICE

Label VIP Name L7
Virtual Service IP addres=s  [10.0.0.20 Q@
Virtual Service Ports aa @
Forwarding Method Direct Routing |E| Q
Persistent no |E| Q
Protocol TCP |E| @

® Define the required settings for the new VIP:

Enter the Label, IP address and port(s) for the VIP
Select the required forwarding method

Enable persistence if required

Set the protocol (normally TCP)
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Adding Real Servers
If used, the wizard sets up a single Real Server (RIP). Extra RIPs can be added using the WUIL.

To add a layer 4 RIP:

® Select Cluster Configuration > Layer 4 — Real Servers

N.B. If the wizard was used, you'll see the RIP that was created by the wizard as shown below

LAYER 4 - REAL SERVERS

ViIP1 10.0.0.120 Part 80vtcp MA [ Add a new Real Server |

RiET 192.168.2.60 Weight 1 [ Modify | [ Delete |

® C(Click [Add a new Real Server]

CLUSTER CONFIGURATION > ADD A NEW REAL SERVER

Label RIP Mame @
Real Server IP Address  ||PAddress @
Real Server Port ﬂ,
Weight 1 Q
Minimum Connections 0 Q
Maximum Connections  [[J ﬂ

® Define the required settings for the new RIP:

Enter the Label, IP address and port for the RIP

N.B. For DR mode the port field would not be shown since port redirection is not possible in this
mode

Set the weight — this defaults to 1. If Real Servers have different performance specifications,
then the weight can be adjusted — a higher number means more traffic is sent to that server

Leave the Minimum & Maximum Connections set to O for unrestricted
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Configuring the Real Servers

Depending on the deployment method (DR, NAT or SNAT) used, the actual physical servers may need
additional configuration to allow the load balancer to operate correctly. The following sections define what is
needed for the each mode.

Configuring the Real Servers for Layer 4 NAT Mode

If you are using a two-arm NAT load balancing method, the Real Server configuration is a simple case of
configuring the load balancer as the default gateway. Normally, a floating IP address is added using Cluster
Configuration > Floating IPs. This is important when a master / slave configuration is used to allow failover &
failback of the default gateway address.

Failure to correctly configure the Real Servers default gateway is the most common mistake
when using NAT mode.

Configuring the Real Servers for Layer 4 DR Mode

If you are using the one-arm DR load balancing method, each Real Server requires the ARP problem to be
solved. All Real Servers must be configured to respond to the VIP address AND the RIP address. This is
because in DR mode load balanced traffic arrives on the VIP address, whilst other traffic such as health-
checks, administration traffic etc. uses the Real Server's IP address.

Detecting the ARP Problem

Attempt to connect to the VIP and then use Reports > Layer 4 Current Connections to check whether the
connection state is SYN_RECV as shown below. If it is, this is normally a good indication that the ARP
problem has not been correctly solved.

REPORTS > LAYER 4 CURRENT CONNECTIONS

IPVS connection entries
pro exXpire state Iource wirtual destination

TCP 00:51 S¥N_RECV 182 _16B_2_7:-64763 19%Z2_16B_Z_10%:80 18Z_16B_2_%95:B0

Resolving ARP Issues for Linux

Method 1 (using iptables)

You can use iptables (neffilter) on each Real Server to re-direct incoming packets destined for the Virtual
Service IP address. To make this permanent, simply add the command to an appropriate start-up script such
as /etc/rc.local. If the Real Server is serving multiple VIPs, add additional iptables rules for each VIP.

iptables -t nat -A PREROUTING -p tcp -d <VIP> -j REDIRECT
e.g.
iptables -t nat -A PREROUTING -p tcp -d 10.0.0.21 -j REDIRECT

(Change the IP address to be the same as your Virtual Service)

This means redirect any incoming packets destined for 10.0.0.21 (the Virtual Service) locally, i.e. to the
primary address of the incoming interface on the Real Server.
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Method 1 may not always be appropriate if you're using IP-based virtual hosting on your web

n server. This is because the iptables rule above redirects incoming packets to the primary
address of the incoming interface on the web server rather than any of the virtual hosts that
are configured. Where this is an issue, use method 2 below instead.

Also, Method 1 does not work with IPv6 Virtual Services, use method 2 below instead.

Method 2 (using arp_ignore sysctl values

This is the preferred method as it supports both IPv4 and IPv6. Each Real Server needs the loopback
adapter to be configured with the Virtual Services IP address. This address must not respond to ARP
requests and the web server also needs to be configured to respond to this address. To set this up follow
steps 1-3 below.

Step 1: re-configure ARP on the Real Servers (this step can be skipped for IPv6 Virtual Services)

To do this add the following lines to /etc/sysctl.conf:

net.ipv4.conf.all.arp ignore=1
net.ipv4.conf.eth@.arp ignore=1
net.ipv4.conf.ethl.arp ignore=1
net.ipv4.conf.all.arp_announce=2
net.ipv4.conf.eth@.arp announce=2
net.ipv4.conf.ethl.arp _announce=2

Step 2: apply these settings

Either reboot the Real Server or run the following command to apply these settings:

/sbin/sysctl -p

Step 3: add the Virtual Services IP address to the loopback adapter

Run the following command for each VIP. To make this permanent, simply add the command to an
appropriate startup script such as /etc/rc.local.

ip addr add dev lo <IPv4-VIP>/32

for IPv6 addresses use:

ip addr add dev lo <IPv6-VIP>/128

N.B. Steps 1 & 2 can be replaced by writing directly to the required files using the following commands:

(temporary until the next reboot)

echo 1 > /proc/sys/net/ipv4/conf/all/arp_ignore
echo 1 > /proc/sys/net/ipv4/conf/eth@/arp ignore
echo 1 > /proc/sys/net/ipv4/conf/ethl/arp _ignore
echo 2 > /proc/sys/net/ipv4/conf/all/arp_announce
echo 2 > /proc/sys/net/ipv4/conf/eth@/arp announce
echo 2 > /proc/sys/net/ipv4/conf/ethl/arp announce
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Resolving ARP issues for Solaris & MAC OS X /BSD

Solaris:

With Solaris the loopback interface does not respond to ARP requests so you just add your VIPs to it.

ifconfig 100:1 plumb
ifconfig 1o00:1 VIP netmask 255.255.255.255 up

You will need to add this to the startup scripts for your server.

MAC OS X or BSD:

OS X is BSDish, so you need to use BSDish syntax:
ifconfig lo0® alias VIP netmask 255.255.255.255 -arp up

You will need to add this to the startup scripts for your server.

Failure to correctly configure the Real Servers to handle the ARP problem is the most common
mistake in DR mode configurations.
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Resolving ARP issues for Windows Servers

Windows Server 2000

Windows Server 2000 supports the direct routing (DR) method through the use of the MS Loopback Adapter
to handle the traffic. The IP address on the Loopback Adapter must be set to be the same as the Virtual
Services IP address (VIP). If the Real Server is included in multiple VIPs, you can add additional IP
addresses to the Loopback Adapter that correspond to each VIP.

Step 1: Install the Microsoft Loopback Adapter

1. Open the Control Panel and double-click Add/Remove Hardware

2. Once the Hardware Wizard opens, click Next

3. Select Add/Troubleshoot a device, click Next

4. Once the device list appears, select Add a new device at the top of the list, click Next
5. Select No, | want to select the hardware from a list, click Next

6. Scroll down the list and select Network Adapters, click Next

7. Select Microsoft & Microsoft Loopback Adapter, click Next as shown below

Add/Remove Hardware Wizard

Select Network Adapter
“Which netwark adapter do you want o install?

F2 ] Click the Metwork Adapter that matches vour hardware, then click OF. If you have an
m installation dizsk for this component, click Have Disk.

M anufacturers; M etwork, Adapter:
b adge :_! Microsoft Loopback Adapter
Microdyne
kicrogate
Microsense —

Microzoft =
i il

Hawve Dizgk... |

¢ Back

Cancel |

8. Click Next to start the installation, when complete click Finish
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Step 2: Configure the Loopback Adapter

1. Open the Control Panel and double-click Network and Dial-up Connections
2. Right-click the new Loopback Adapter and select Properties

3. Un-check all items except Internet Protocol (TCP/IP) as shown below

Local Area Connection 2 Properties EE

General I Sharing |

Connect using:

I B3 Microzoft Loopback Adapter

Components checked are used by this connection:

O E Client for Microsoft Metworks
O ,Q File: and Prinker Sharing for Microsoft Networks

[l 8 |rt= st Pro [TCRAP)
Irztall. .. Uninztall Properties
Description

Transmizzion Control Protocol/ntemet Pratocol. The default
wide area network protocal that provides communication
acrozs diverse interconnected networks,

™ Show icon in taskbar when connected

0k i Cancel |

4. Select Internet Protocol (TCP/IP), click Properties and configure the IP address and mask to be
the same as the Virtual Service IP address (VIP), e.g. 192.168.2.20/24 as shown below

Internet Protocol {TCP/IP) Properties HE
General |

ou can get IP settings assigned automatically if your network supports
thiz capakbility. Othenwize, vou need to azk pour network. administrator for
the appropriate [P zettings.

¢ Ohtain an P address automatically

—{% {]se the following |P address:
IP address 192 168, 2 . 20

Subnet mask: I 205,280 205 .0
LDiefault gateway: I : 2 2

€ Obtain BHE server address autamatically

—% Lse the following DMS server addresses:

Freferred DME zerver: I . . .
Alternate DMS zerver: I : : :

Advanced... |
Ok I Cancel |
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5. Click Advanced and change the Interface metric to 254 as shown below, this prevents the adapter
responding to ARP requests for the VIP address

Advanced TCP/IP Settings EH

IP Settings | NS | wiN | Options |

~ IP addrezze:
IP address ! Subnet mask
192168.2.20 255.255.255.0
ad. | Edi. Remoye |
— Default gateways:
Gateway | Metric |
agd.. | Edp T
Interface metnic: 254

Ok I Cancel |

6. Click OK on Advanced Settings, TCP/IP Properties and Connection Properties to save and apply the
new settings

7. Repeat the above steps for all other Windows 2000 Real Servers
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Windows Server 2003

Windows server 2003 supports the direct routing (DR) method through the use of the MS Loopback Adapter
to handle the traffic. The IP address on the Loopback Adapter must be set to be the same as the Virtual
Services IP address (VIP). If the Real Server is included in multiple VIPs, you can add additional IP
addresses to the Loopback Adapter that correspond to each VIP.

Step 1: Install the Microsoft Loopback Adapter

1. Open the Control Panel and double-click Add Hardware

2. Once the Hardware Wizard opens, click Next

3. Select Yes, | have already connected the hardware, click Next

4. Scroll to the bottom of the list, select Add a new hardware device, click Next

5. Select Install the hardware that | manually select from a list (Advanced), click Next
6. Select Network adapters, click Next

7. Select Microsoft & Microsoft Loopback Adapter, click Next as shown below

Add Hardware Wizard

Select Hetwork Adapter
Which netwark, adapter da wou want taingtall?

Click the Metwork Adapter that matches vour hardware, then click OF. If you have an
inztallation dizk, for thiz component, click Have Dizk.

b anufacturer I Metwork Adapter: I
Eipnn Metwarks E icrozoft Loopback Adapter
Microsoft H Microsaft Tun Miniport Adapter

Egb This driver is digitally signed. Have Disk. . |

Tell me why diver signing i= imporkant

< Back

Cancel |

8. Click Next to start the installation, when complete click Finish
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Step 2: Configure the Loopback Adapter

1. Open the Control Panel and double-click Network Connections
2. Right-click the new Loopback Adapter and select Properties

3. Un-check all items except Internet Protocol (TCP/IP) as shown below

- Local Area Connection 2 Properties 2=l

General | Advanced

Connect uging:

I B8 Microzoft Loopback Adapter

This connection uzes the following items;

O gElient for Microsaft Metwork.s
O .@ Metwork Load Balancing
O .@ File: and Printer Sharing for Microzoft Networks

0 3 | ittt Protocaol [TCR/IP)
Inztall... | T rirztall Froperties
— Dezcription

Transmigzion Control Protocol/lnternet Protocal. The default
wide area network. pratocal that provides communication
across diverse interconnected networks.

™ Show icon in natification area when connected
™ Maotify me when this connection has limited or no connectivity

ak | Cancel |

4. Select Internet Protocol (TCP/IP), click Properties and configure the IP address and mask to be
the same as the Virtual Service (VIP), e.g. 192.168.2.20/24 as shown below

Internet Protocol {TCP/IP) Properties ﬂﬂ

General |

You can get IP settings assigned automatically if wour netwark suppaorts
this capability, Otherwise, vou need to ask wour nebwaork administrator
for the appropriate IP settings,

' gbtain an IP address automatically

—{% Use the Following IP address:
IP address: 192 168 . 2 . 20

Subnet mask: I 255,285,285, 0
Default gateway: I . . .

| obtain DNE server address automatically

—{% Usg the following DMS server addresses:

Preferred DNS server: I . . .
Aleernate DMS server: I . . .

Advanced. .. |

Cancel |
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5. Click Advanced, un-check Automatic metric and change Interface metric to 254 as shown below,
this prevents the adapter responding to ARP requests for the VIP address

Advanced TCP/IP Settings ' 2 x|

1P Settings |ons | wins | options |

—IP addresses

IP address | Subnet mask
192,165.2.20 255.255.255.0
Add... | Edit... Remoyve |

—Defaule gateways:

Gakewa | Mekric |

Add... | Edit... Remove |

I Automatic metric

Interface metric: 254

Cancel |

6. Click OK on Advanced Settings & TCP/IP Properties, then click Close on Connection Properties to
save and apply the new settings

7. Now repeat the above process for all other Windows 2003 Real Servers

For Windows server 2003 SP1 & later, if you have enabled the built-in firewall, you will need to
create an exception to enable access to the web server. This exception by default will allow
traffic on both the network and Loopback Adapters.
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Windows server 2008

The basic concept is the same as for Windows 2000 / 2003. However, additional steps are required to set the
strong / weak host behavior. This is used to either block or allow interfaces receiving packets destined for a
different interface on the same server. As with Windows 2000 / 2003, if the Real Server is included in multiple
VIPs, you can add additional IP addresses to the Loopback Adapter that correspond to each VIP.

Step 1: Install the Microsoft Loopback Adapter

1. Click Start, then run hdwwiz to start the Hardware Installation Wizard

2. When the Wizard has started, click Next

3. Select Install the hardware that | manually select from a list (Advanced), click Next
4. Select Network adapters, click Next

5. Select Microsoft & Microsoft Loopback Adapter, click Next

Select Metwork Adapter
Which networ adapter do you want to install?

-L-' Click the Metwork Adapter that matches your hardware, then click QK. If you have an
o installation disk for this feature, click Have Disk.

Manufacturer | Metwork Adapter: I;I

Dialogic Corporation Sl Microsoft Failover Cluster Virtual Adapter

Intel Sl Microsoft IP-HTTPS Platform Adapter

Intel Corporaticn S Microsoft ISATAP Adapter

Microsoft Efl Microsoft Loopback Adapter

ElMicrosoft Teredo Tunneling Adanter LI

=] This driveris digitally signed. Have Disk... |

Tell me why driver signing is impertant

< Back Meod = Cancel |

6. Click Next to start the installation, when complete click Finish

Step 2: Configure the Loopback Adapter
1. Open Control Panel and click View Network status and tasks under Network and internet

2. Click Change adapter settings
3. Right-click the new Loopback Adapter and select Properties
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4. Un-check all items except Internet Protocol Version 4 (TCP/IPv4) as shown below
]
Netwarking |Sharir|g I

Connect using:
I LJI-E Microsoft Loopback Adapter

This connection uses the following tems:

[] ™™ Client for Microsoft Networks

[ J® 205 Packet Scheduler

O .@Flle and Printer Sharing for Microsoft Networks
[ & Intemet Protocol Version & (TCP/IPvE)

B8 Intemet Prof Version 4 (TCP/1Pwd)
[ s Link-Layer Topology Discovery Mapper /0 Driver
[ -s- Link-Layer Topology Discovery Responder

Install_.. W riratall Properties

r Description
Transmission Control Protocol/Intemet Protocol. The default

wide area network protocal that provides communication
across diverse interconnected networks.

oK | Cancel |

5. Select Internet Protocol Version (TCP/IPv4), click Properties and configure the IP address to be

the same as the Virtual Service (VIP) with a subnet mask of 255.255.255.255, e.g. 192.168.2.20 /
255.255.255.255 as shown below

Internet Protocol Version 4 (TCP/IPv4) Properties 2lxl

General |

You can get [P settings assigned automatically if your network supports
this capability, Otherwise, you need to ask your network administrator
for the appropriate IP settings.

" Obtain an IF address automatically
—{* Use the following IP address:

IP address: 192 .168. 2 . 20
Subnet mask: I 255 . 255 . 255 . 255
Default gateway: I ; a :

" Chbtain DNS server address automatically

—{% Use the following DNS server addresses:

Preferred DNS server: I : : :
Alternate DNS server: I : . y

[ validate settings upon exit e |
OK I Cancel |

6. Click OK on TCP/IP Properties, then click Close on Connection Properties to save and apply the
new settings

7. Now repeat the above process on the other Windows 2008 Real Servers

N.B. For Windows 2008, it's not necessary to modify the interface metric on the advanced tab and
should be left set to Automatic
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Step 3: Configure the strong / weak host behavior

Windows Server 2000 and Windows Server 2003 use the weak host model for sending and receiving for all
IPv4 interfaces and the strong host model for sending and receiving for all IPv6 interfaces. You cannot
configure this behavior. The Next Generation TCP/IP stack in Windows 2008 and later supports strong host
sends and receives for both IPv4 and IPv6 by default. To ensure that the Windows 2008 is running in the
correct mode to be able to respond to the VIP, the following commands must be run on each Real Server:

netsh interface ipv4 set interface "net" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostsend=enabled

For these commands to work, the LAN connection NIC must be named “net” and the loopback NIC must be
named “loopback” as shown below. If you prefer to leave your current NIC names, then the commands
above must be modified accordingly. For example, if your network adapters are named “LAN” and
“LOOPBACK?”, the commands required would be:

netsh interface ipv4 set interface "LAN" weakhostreceive=enabled
netsh interface ipv4 set interface "LOOPBACK" weakhostreceive=enabled
netsh interface ipv4 set interface "LOOPBACK" weakhostsend=enabled

_lojx

G(_ ;'JV | E’I ~ Metwork... - Network Connections - - l‘all Search Metwork Connections Fe
Organize « s= + O '@:3'
- loopback - net
‘-?_“. Unidentified network l'--.‘Il Metwork

5 Microsoft Loopback Adapter e Intel{R) PRO/1000 MT Metwork Corm,..

N.B. The names for the NICs are case sensitive, so make sure that the name used for the interface and the
name used in the commands match exactly.

1. Start Powershell or use a command Window to run the 3 netsh commands as shown below

e Administrator: Windows PowerShell I;‘i-

C:s\Users~Administrator?> netsh interface ipuvd set interface "net" weakhostreceive=enabled
C:sUsers~Administrator?> netsh interface ipud set interface "loophack" weakhostreceive=enahled

s
k
P
k.
ﬁ C:sUsers Administrator? netsh interface ipud set interface "loophack" weakhostsend=enabhled
s

C:sUseprs Administrator> _

2. Now repeat these 3 commands on the other Windows 2008 Real Servers
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Windows Server 2012

The basic concept is the same as for Windows 2000 / 2003. However, additional steps are required to set the
strong / weak host behavior. This is used to either block or allow interfaces receiving packets destined for a
different interface on the same server. As with Windows 2000 / 2003 / 2008, if the Real Server is included in
multiple VIPs, you can add additional IP addresses to the Loopback Adapter that correspond to each VIP.

Step 1: Install the Microsoft Loopback Adapter

1. Click Start, then run hdwwiz to start the Hardware Installation Wizard

2. When the Wizard has started, click Next

3. Select Install the hardware that | manually select from a list (Advanced), click Next
4. Select Network adapters, click Next

5. Select Microsoft & Microsoft KM-Test Loopback Adapter, click Next

Add Hardware

Select Network Adapter
Which networlc adapter do you want to install?

iy Click the Metwork Adapter that matches your hardware, then click OK. If you have an

= installation disk for this feature, click Have Disk.
Manufacturer ||| Metwork Adapter: ~
Mellanox Technelogies Ltd, SalMicrosoft ISATAP Adapter
Microsoft I Microsoft Kernel Debug Metwork Adapter
MetEffect = | | EflMicrosoft KM-TEST Loopback Adapter =
Clogic Corp. Sl Microsoft Metwork Adapter Multiplexor Default Miniport

~ | | EElMicrosoft Teredo Tunnelina Adapter ¥

(] This driver is digitally signed. | Have Disk... |

Tell me why driver signing is important

| <Back | Net> | | Cancel |

6. Click Next to start the installation, when complete click Finish

Step 2: Configure the Loopback Adapter

1. Open Control Panel and click Network and Sharing Center
2. Click Change adapter settings

3. Right-click the new Loopback Adapter and select Properties
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4. Un-check all items except Internet Protocol Version 4 (TCP/IPv4) as shown below

L Ethernet 2 Properties -

Networking | Sharing

Connect using:

L¥ Microsoft KM-TEST Loopback Adapter

Thig connection uses the following items:

[] 9% Client for Microsoft Networks

[ J® QoS Packet Scheduler

O .@HI& and Prirter Sharing for Microsoft Networks

[ - Microsoft Network Adapter Muttiplexor Protocal
[ -a- Link-Layer Topology Discoveny Mapper /0 Driver
[ -a- Link-Layer Topology Discovery Responder

[ & Intemet Protocol Version & (TCP/IPvE)

W |temet Protocol Version 4 (TCP/1Pw4)

Description

Transmission Control Protocol/Intemet Protocol. The default
wide area network protocol that provides communication
across diverse interconnected networks.

| ok || cancel |

5. Select Internet Protocol Version (TCP/IPv4), click Properties and configure the IP address to be
the same as the Virtual Service (VIP) with a subnet mask of 255.255.255.255, e.g. 192.168.2.20 /
255.255.255.255 as shown below

Internet Protocol Version 4 (TCP/IPv4) Properties _

General

Yau can get IP settings assigned automatically if vour network supports
this capability, Otherwise, vou need to ask your network administrator
for the appropriate IP settings.

() obtain an IP address automatically

(®) Use the following IP address:

IP address: 192 . 168, 2 . 20
Subnet mask: 255 ., 255 , 255 |, 255

Obtain DM server address automatically
(®) Use the Following DNS server addresses:

Preferred DMS server:

Alternate DMS server: I:I
[validate settings upon exit

[ol's || Caricel |

6. Click OK on TCP/IP Properties, then click Close on Ethernet Properties to save and apply the new
settings

7. Now repeat the above process on the other Windows 2012 Real Servers

N.B. For Windows 2012, it's not necessary to modify the interface metric on the advanced tab and
should be left set to Automatic
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Step 3: Configure the strong / weak host behavior

Windows Server 2000 and Windows Server 2003 use the weak host model for sending and receiving for all
IPv4 interfaces and the strong host model for sending and receiving for all IPv6 interfaces. You cannot
configure this behavior. The Next Generation TCP/IP stack in Windows 2008 and later supports strong host
sends and receives for both IPv4 and IPv6 by default. To ensure that the Windows 2008 is running in the
correct mode to be able to respond to the VIP, the following commands must be run on each Real Server:

netsh interface ipv4 set interface "net" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostsend=enabled

For these commands to work, the LAN connection NIC must be named “net” and the loopback NIC must be
named “loopback” as shown below. If you prefer to leave your current NIC names, then the commands
above must be modified accordingly. For example, if your network adapters are named “LAN” and
“LOOPBACK?”, the commands required would be:

netsh interface ipv4 set interface "LAN" weakhostreceive=enabled
netsh interface ipv4 set interface "LOOPBACK" weakhostreceive=enabled
netsh interface ipv4 set interface "LOOPBACK" weakhostsend=enabled

i Network Connections -[ox]
P U co Metwork and Internet » Metwork Connections v O | Search Metwark Connections @ |
Organize =  Disable this network device  Diagnose this connection  Rename this connection = S g [ @
loopback = net
Unidentified network L‘-_'kd Metwark
= Microsoft KM-TEST Loopback Ad.. W= Intel(F) 825741 Gigahit Metwark C...
Ziterns  1itemn selected == =

N.B. The names for the NICs are case sensitive, so make sure that the name used for the interface and the
name used in the commands match exactly.

1. Start Powershell or use a command Window to run the 3 netsh commands as shown below

by Administrator: Windows PowerShell I;‘i-

PSS C:sUsers~Administrator>

2. Now repeat these 3 commands on the other Windows 2012 Real Servers
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Verifying netsh Settings for Windows 2008 & 2012

To verify that settings have been configured correctly, run the following command on each Real Server to

clearly list the settings that have been applied to the interface:

netsh interface ipv4 show interface <interface name>

i.e.

for the 'loopback’ adapter run: netsh interface ipv4 show interface loopback

for the 'net' adapter run: netsh interface ipv4 show interface net

e.g.

CihwUsershadministratorznetsh interface ipvd show interface Toopback

Interface Toopback Parameters

IfLuid ! ethernet_o
IfIndex : 5

state : Cconnected
Metric 1 30

Link mMTU ;1500 bytes
Reachahle Time : 2B500 ms
Eaze Reachable Time T 30000 ms
Retransmission Interwval ;1000 ms
CAD Transmits A

site pPrefix Length ;64

Site Id e
Forwarding : di=sabled
Advertising disabled
Medighbaor D1scuverg enabled
Meighbor Unreachability Detection enahled
Router Discovery dth
Managed address Configuration enabled
other stateful Configuration enahled
wWeak Host sSends enabled
wWeak Host Receives enabled
Use Automatic Metric enabled
Ignore Default Routes disabled

Advertised Router Lifetime

; 1800 =seconds

advertise pefault Route disabled
Current Hop Limit ]

Force ARPHD wake up patterns di=abled
Directed MAC wake up patterns disabled

CrhUsershadministrators

This shows that the settings have been applied correctly.

n For Windows server 2008 / 2012, if you want to leave the built-in firewall enabled, you'll either

need to enable the relevant default firewall exceptions or create your own to enable access to

the web server. By default these exceptions will allow traffic on both the network and loopback
adapters.

n Failure to correctly configure the Real Servers to handle the ARP problem is the most common
problem in DR configurations.
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Configuring the Real Server for Layer 7 SNAT Mode

When using Layer7 (HAProxy) Virtual Services, no changes are required to the Real Servers.

IPv6 Support

The appliance fully supports IPv6. This allows Virtual Services to be configured using IPv4 addresses or IPv6
addresses. It's also possible to mix IPv4 and IPv6 addresses on a single appliance as illustrated below:

LOCAL CONFIGURATION > NETWORK INTERFACE CONFIGURATION

Bonding

Bond eth0 & eth1 as bondd: [T 7] l Bond Intefaces ]
VLAN

Interface: ethll - @ Add VLAN

VLAN ID: 1 @

IP Address Assignment

192.168.67.232/18
fdeg:d14c:3080:1::382/120

ethi

10.12.1.1/1&
fde&6:dl4c:3089:1::384/120

eth1

[ Confiqure Interfaces ]

Once the required addresses are defined, use the Configure Interfaces button to apply the new settings.
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Testing Load Balanced Services

For example, to test a web server based configuration, add a page to each web servers root directory e.g.
test.html and put the server name on this page for easy identification during the tests.

Use two or more clients to do the testing. Open up a web browser on each test client and enter the URL for
the VIP e.g. http://192.168.1.20.

Each client should see a different server name because of the load balancing algorithm in use i.e. they are
being load balanced across the cluster.

Why test using two clients? If you use a single client it will most likely keep on hitting the same server for
multiple requests. This is to do with the way that the load balancing algorithms are optimized.

Connection Error Diagnosis

If you're unable to connect when trying to access the VIP then:

1.

Make sure that the device is active. This can be checked in the WUI. For a typical deployment, the
status bar should report Master & Active as shown below:

Master Active

Also check View Configuration > Network Configuration to verify that the VIP is active on the load
balancer, if not check Logs > Heartbeat for errors.

Check System Overview and make sure that none of your VIPs are highlighted in red. If they are, the
entire cluster is down (i.e. both Real Servers). Green indicates a healthy cluster, yellow indicates that
your cluster may need attention (one or more of the Real Servers may be down), and blue indicates a
Real Server has been deliberately taken offline (by using either Halt or Drain).

2
|LabeI:HﬂF‘-CIuster IP: 192.168.110.150 Method: Layer 4 Ports: 80 Mode: DR Protocol: TCP E_
s

Label RDP-Cluster IP: 152.168.110.152 Method: Layer 4 Ports: 3383 Mode: DR Protocol: TCP E_

(Label:FI'F‘—Cluster IP: 152.168.110.154 Method: Layer 4 Ports: 21 Mode: DR Protocol: TCP i___

o

If the VIP is still not working, for Layer 4 VIPs check Reports > Layer 4 Current Connections to view the
current traffic in detail. Any connections marked as SYN_RECYV imply incorrect Real Server
configuration:

- if using Layer 4 DR mode see pages 20-35 on solving the ARP problem
- If using Layer 4 NAT mode make sure that the Real Servers use the load balancer as their GW

For Layer 7 VIPs, check Reports > Layer 7 Status. The default credentials required are:

username: loadbalancer
password: loadbalancer

This will open a second tab in the browser and display a statistics report as shown in the example below:
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Statistics Report for pid 3261

= General process information

: Display option: External ressources:
active UP badup UP
pid = 3261 {process #1, nbproc= 1) e DO o : oot
uptime = 0d 0h00M425 active UF, going down ||| badkup UF, gaing down ' W 2 %“Lt: =
system limits: memmax = unlimited; ulimit-n = 81000 active DOWHN, going up badwp DOWN, going up 5 C;:s S ¥ 3 IE Za |
= : o 5 S . export * Online manus
=80024; =40000; =0 active or badkup DOWN | | not checked

cument conns = 1; cument pipes = 0/0; conn rate = 2'sec

Running tasks: 1/5; idle = 100 % active or badwup DOWN for maintenance (MAINT)

Mote: UP with load-balancing disabled is reported as "NOLB".

LT

Frontend o) 18 a 4| 40000 56 21696| 3385782 a 0 a ] OPEN
badkup 0 o o 0 o 0 o (1} 0 o i} 0 0 o 0 1 3
RIF1 a 0 o 16 0 2 -| 58| 56| 21698 3385782 0 U] a U] 0| 425 UP | L4OK in Oms 1 Ll 1S Ol U| 0s
Badkend o o 0| 18 a 2 4000 56 66| 216096 3385782 o o 0 o 0 0| 42s UP 1 A & | o | 0s

stats

Frontend 2 4 -1 1| 2000 8 1464 33111 0 4 OPEN

Backend | 0] o] | o n| [ o] o] 200] o| of 1484 33| of of [ of of of ofaemsur] [oJoJo] T o [ |

System Overview
Using System Overview check that when you Halt one of the Real Servers the connections are redirected to
the other server in the cluster.

Remove the network cable from one of the web servers or stop the web service / process, wait a few
seconds (for the load balancer to detect the change) and then refresh the browsers on both clients. They
should now both switch to the same server (since one has been removed from the load balancing list).

Replace the network cable, wait a few seconds and then refresh the browsers again. After a few refreshes
they should again show different web servers.

The System Overview will also show the updated status as these tests are performed:

Label: HTTP-Cluster 1P: 152 168.110.150 Method: Layer 4 Ports: 30 Mode: DR Protocol: TCP l__
Rip Label P Ports  Weight
Alpha 182.168.110.237 0 1 Drain  Hat 1+ |
Bravo 192.168.110.238 80 0 Onine Hat  4o¢ |
Charlie 192.188.110.239 a0 1 Drain  Hat & |

In this example:
'Alpha’ is green which indicates that the Real Server is operating normally.

'Bravo' is blue, this indicates that the Real Server has been either Halted or Drained. in this example Drain
has been used. If Halt was used, 'Halt' would be displayed in the Weight column rather than a weight of 0.

'Charlie' is down (red). This implies that the Real Server has failed a health check. This can be investigated
using Logs > Layer 4 or Logs > Layer 7 as appropriate. If you know the Real Server should be active, you
may need to increase the health check time-outs using Cluster Configuration > Layer 4 — Advanced
Configuration or for Layer 7 VIPs using Cluster Configuration > Layer 7 — Advanced Configuration.

Using Logs & Reports

The appliance includes several logs and reports that are very useful when diagnosing issues. Both are
available as main menu options in the WUI. Details of both can be found in chapter 12 of the administration
manual available here: http://www.loadbalancer.org/pdf/loadbalanceradministrationv7.pdf
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Testing High-Availability for a Loadbalancer.org HA-Pair

To test fail-over of a clustered pair, once fully configured power down the master and check that the slave
unit takes over all the floating IP(s). If fail-over to the slave unit does not occur correctly, check Logs >
Heartbeat on both nodes for any errors.

n It's very important to verify that master / slave failover occurs correctly before going live. This
proves the resilience of the cluster and makes you aware of the failover / failback process.
Please refer to chapter 8 in the administration manual for more details.

n When testing load balancer fail-over, don't just pull the serial cable out. This will not cause a
fail-over but will cause a split brain (i.e. both units active) to occur. It's also possible to
configure fail-over on network failure but this is not enabled by default. To enable this, a ping
node must be configured under Cluster Configuration > Heartbeat Configuration.

The status of the appliance is shown at the top of the screen. For a working pair, the normal view is shown
below:

ore, ENTERPRISER16 s

English

L]
® .
[

L X
Master Active Link

This shows that the master unit is active and that the heartbeat link is up between master & slave.

Other states:

Master | Active | this is a master unit, it's active, no slave unit has been
defined

Master | Active | Link this is a master unit, it's active, a slave has been defined
but the link to the slave is down. Action: check & verify
the heartbeat configuration

| Slave [Active | Link this is a slave unit, it's active (a failover from the master
has occurred) and the heartbeat link to the master has
been established

Master | \Active \”Passive\ Link this is a master unit, a slave unit has been defined, but
the link is down (e.g. serial cable unplugged) so the state
cannot be determined. In this case the floating IP's may
be active on both units. Action: check & verify the
heartbeat configuration, check the serial cable (if
applicable), check heartbeat logs & if required restart
heartbeat on both units

Master I Link this is the master unit, a slave unit has been defined on
the master, but the link is down (e.g. serial cable
unplugged) so the state cannot be determined. In this
case the heartbeat service has probably stopped on both
units. Action: check & verify the heartbeat configuration,
check the serial cable (if applicable), check heartbeat

logs & if required restart heartbeat on both units

N.B. Restarting heartbeat will cause a temporary outage of all load balanced services
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Does Your Application Cluster Correctly Handle its Own State?

Load balancers work most effectively if the application servers are completely stateless. This
means that if a web server fails and is automatically taken out of the cluster; then all the
current user sessions will be transferred to other servers in the cluster without the users
needing to re login to the application again. If your application doesn't have a persistent
data store then you can't have seamless fail over for your back-end servers.

Do your web servers store persistent information on local drives?

® Images (jpeg, png, gif etc.)
® Files (html, php, asp etc.)

If so, these files either need to be on shared storage such as an NFS/CIFS mount, or they need to be
replicated to all of the nodes in the cluster.

Replication Solutions for Shared Data

On UNIX you can use the RSYNC command to replicate files, on Windows Server you can use RSYNC as
well but you may prefer ROBOCOPY that's included by default in newer versions of Windows Server or in
the resource kit for older versions. Usually you will upload your content to one master server and then
replicate it to the other servers in the cluster.

Solutions for Session Data

Standard ASP and PHP session data is stored locally by default, leaving your session data in a local store
will prevent you from implementing seamless application server fail-over in your cluster. If an application
server fails, all of the local session data will be lost and your user will need to re-log in and possibly lose
shopping baskets etc.

This problem is easily resolvable by implementing a shared persistent data store for the cluster. This is
usually either done with a shared back-end database or a shared memory solution.

Persistence (aka Affinity)

Persistence is a feature that is required by many web applications. Once a user has interacted with a
particular server all subsequent requests are sent to the same server thus persisting to that particular server.
It is normally required when the session state is stored locally to the web server as opposed to a database.
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What do You do if Your Application is not Stateless?

Some applications require state to be maintained such as:

Terminal Services / Remote Desktop Services
SSH

FTP (upload)

SMTP (incoming)

You may also find that you are unable to modify your HTTP/HTTPS based application to handle shared
session data.

For these cases, you can use persistence based on source IP address. You lose the ability to have
transparent fail-over, but you do still get increased capacity and manageability. This persistence problem
occurs with all load balancers and all vendors use standard methods and technologies to mitigate the issue.

Loadbalancer.org Persistence Options

Source IP (subnet)
Cookie (Active or Passive)
SSL session ID

Microsoft Connection Broker / Session Broker Integration

The standard Layer 4 persistence method is source IP persistence, you can handle millions of persistent
connections at Layer 4. Just modify your Virtual Service to be persistent if you require source IP persistence.

Cookies are a Layer 7 based persistence method that can offer more even traffic distribution and also handle
any clients where the source IP address may change during the session (e.g. mega proxies).

SSL session ID based persistence is useful in certain circumstances, although due to the way some

browsers operate — notably Internet Explorer, the session ID can be renegotiated frequently which effectively
breaks the persistence.

Loadbalancer.org Technical Support

If you have any questions regarding the appliance don't hesitate to contact the support team
support@loadbalancer.org or your local reseller.

For more details please refer to our full administration manual which is available at:
http://www.loadbalancer.org/pdffiles/loadbalanceradministrationv?.pdf
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Appendix

Company Contact Information

Website

URL :

www.loadbalancer.org

North America (US)

Tel :

Fax :

Email (sales) :
Email (support) :

Loadbalancer.org, Inc.
270 Presidential Drive
Wilmington,

DE 19807

USA

+1 866.229.8562 (24x7)
+1 302.213.0122
sales@loadbalancer.org
support@loadbalancer.org

North America (Canada)

Tel :

Fax :

Email (sales) :
Email (support) :

Loadbalancer.org Ltd
300-422 Richards Street
Vancouver, BC

V6B 274

Canada

+1 604.629.7575

+1 302.213.0122
sales@loadbalancer.org
support@loadbalancer.org

Europe (UK)

Tel :

Fax :

Email (sales) :
Email (support) :

Loadbalancer.org Ltd.
Portsmouth Technopole
Kingston Crescent
Portsmouth

PO2 8FA

England, UK

+44(0)870 4438779 (24x7)
+44(0)870 4327672
sales@loadbalancer.org
support@loadbalancer.org

Europe (Germany)

Tel :
Fax :
. vertrieb@loadbalancer.org
Email (support) :

Email (sales)

Loadbalancer.org GmbH
Alt Pempelfort 2

40211 Dusseldorf
Germany

+49 (0)30 920 383 6494
+49 (0)30 920 383 6495

support@loadbalancer.org
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Front & Rear Panel Layouts

Enterprise / Enterprise R16 — Supermicro

EthO Eth1

Enterprise — Dell

Eth0 Eth1

Enterprise Max — Supermicro

Enterprise Max / 10G — Dell

Eth2 Eth3  Eth0  Eth1
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Unpacking and Connecting the Loadbalancer.org Appliance (back page reference)

® Remove all packaging

® Rack mount the appliance if required

® The power supply is an auto sensing unit (100v to 240v)

® Connect the power lead from the power socket to the mains or UPS

® Connect a network cable from the switch to one of the Ethernet ports — typically eth0 but this is not
mandatory

® [f using a two-armed configuration connect another cable to a second Ethernet port — typically eth1
but this is not mandatory (N.B. the Enterprise and Enterprise R16 have 2 ports, the MAX and 10G
have 4 ports)

® For a clustered hardware pair connect a serial cable (1 supplied with each appliance) between the
two appliances — if this is not possible (e.g. different rack) heartbeat must be configured to use ucast
over the network

® Attach a monitor to the VGA port and keyboard to the USB or PS/2 port

® Check mains power is on and press the power switch to start the appliance (the fans should start &
front panel LED’s should light)

® Allow a minute for booting

.l . ;
t1gadbalancer

.aa.......ﬁﬂf‘.

.-..o........::

Serial connection
for the fail-over
(heartbeat) cable

eth1 is usually the

eth0 is usually the external network

internal network

N.B. The above image shows the Enterprise MAX, for connecting other models please refer to the Appendix.
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