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Chapter 1 - Introduction
About this Manual

This document covers all required administration irformation for v8.8.x Loadbalancer.org appliances.

About the Appliance

The core software is based on LBOS-7 which is a cu®mized Linux build maintained by Loadbalancer.org,LVS,
Ldirectord, Linux-HA, HAProxy & STunnel. Full rooaccess is provided which enables complete control o all
settings.

The appliance is available in the following formats hardware, virtual (VMware, HyperV, KVM, Nutanix &EN) and
cloud based (Amazon, Azure & GCP).

Appliances can be deployed as single units or as aclustered pair.

Loadbalancer.org always recommend that clustered pars should be used where possible for high
availability and resilience, this avoids introducirg a single point of failure to your network. For

Note _ . — . . .
more information on configuring an HA pair please efer to Chapter 9 - Appliance Clustering for
HA.
Latest Version

The latest version of the appliance (v8.8.1) inclues the following branding changes, new features, inprovements,
bug fixes and security updates:

Branding

+ As we move into 2023, Loadbalancer.org will be roling out a new look & feel for our brand.
 We believe the new logo and color scheme is more réflective of our true company personality.
~ The new branding will be introduced in this update of the applianceOs WebUI.
 The complete transition to the new brand-look will happen gradually over the next few months.
New Features
 Rolling online updates. Starting with this releaseyou will now be able to update to the latest version without
having to perform incremental updates.
 Added the facility to manage Loadbalancer Portal canfiguration via the WebUI.
- Added "First" Scheduler and OLast SuccessfulO pessince method.
+ Added new ACL type "Reported SNI" to act on the valie of the SNI field of an unterminated TLS connectn.
+ Added Template Importer/Exporter to help with deployment automation.

+ Virtual servers can now be bound to traffic on ANYinterface by using 0.0.0.0.
Improvements

 Improved gateway address validation to prevent entering an invalid ip.

+ Open-vm tools for VMware based deployments on new nstallations.
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+ Free-type ACLs may now be multiline.

 Improved HAProxy config error reporting to add more detalil.
 Improvements to LBCLI including input and output vdidation.

 The STunnel service is now supervised to improve hjh availability.VIPs
+ Updated OpenSSH to 9.0p1l.

+ HAProxy Stats page will now auto-refresh by default
Bug Fixes

+ Fixed having to specify a Floating IP and/or a Gatevay when creating a new PBR rule.
© Fixed issue where L4 services would restart when atioscaling in AWS.
© Fixed setup wizard to validate passwords correctly.

- Backend-only virtual services no longer cause a cofilict with layer 7 logging.
Security Updates

None in this release.

Appliance Configuration Overview

Initial network configuration is carried out at the console using the Network Setup Wizard. Once the wzard has
been run, load balanced services can be configuredusing the WebUI; either using the Setup Wizard (fotL,ayer 7
services) or by manually defining the Virtual Senges (VIPs) and associated Real Servers (RIPS).

By default, the WebUI is accessible on HTTPS por®443, this can be changed if required. For more informaion
please refer to the "Appliance Security" section bdow.

We always recommend that where possible two appliarces are deployed as a clustered pair for high avaiébility
and resilience, this avoids introducing a single pant of failure to your network.

We recommend that the Primary appliance should be @illy configured first, then the Secondary applianceshould be
added to create an HA pair. Once the HA pair is corfigured, load balanced services will be automaticaly
synchronized from the Primary to Secondary appliane. Load balanced services should then be configured&
modified on the Primary appliance and the Secondarywill be automatically kept in sync. For more infomation on
configuring an HA pair, please refer toChapter 9 - Appliance Clustering for HA

For Enterprise Azure, the HA pair should be configued first. In Azure, when creating a VIP using
an HA pair, 2 private IPs must be specified B onedr the VIP when itOs active on the Primary and
one for the VIP when itOs active on the Secondargonfiguring the HA pair first, enables both IPs
to be specified when the VIP is created.

Note

Appliance Security

Note | For full details of all security related features,please refer to Appliance Security Features

Security Mode
To control how the appliance is accessed and whichfeatures are enabled, 3 security modes are provided
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+ Secure - (default) - in this mode:

- the WebUI is accessible on HTTPS por9443. If you attempt to access the WebUI on HTTP porB080
you will be redirected to HTTPS port9443

- access to the Local Configuration > Execute shell commandmenu option is disabled
- the ability to edit the firewall script & the firewall lockdown wizard script is disabled
- 'root' user console & SSH password access are disated

+ Custom - in this mode, the security options can be configured to suit your requirements

+ Secure - Permanent- this mode is the same asSecure but the change isirreversible
Important Only set the security mode to Secure - Permanentif you are 100% sure this is what you want!
To configure the Security Mode:

1. Using the WebUI, navigate to:Local Configuration > Security.

2. Select the required Appliance Security Mode - if Custom is selected, configure the additional options
according to your requirements.

3. Configure the HTTPS Port for Web User InterfaceWeb Interface SSL Certificateand Ciphers to use according
to your requirements.

4. Click Update.

Passwords

The password for the ot user Linux account and théd@dbalancer® WebUI user account are set during the
Network Setup Wizard. These can be changed at anyitne.

The passwords for the cloud products are either setto a default value or are configured during
Note instance deployment. Also, for Enterprise AWS and Bterprise Azure itOs not possible to directly
log in as root. For more details, please refer to he relevant Quick Start Configuration Guide

The 'loadbalancer' WebUI account
This can be changed using the WebUI menu option:Maintenance > Passwords

The 'root' Linux account

As explained in Security Mode above, 'root' user console & SSH password access ee disabled by default. Once
enabled, the 'root' password can be changed at the console, or via an SSH session using the followingcommand:

# passwd

Ports Used by the Appliance
By default, the appliance uses the following TCP &JDP ports:

Protocol Port Purpose
TCP 22 SSH
TCP & UDP 53 DNS
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Protocol Port Purpose

TCP & UDP 123 NTP

TCP & UDP 161 SNMP

UDP 6694 Heartbeat between Primary & Secondary appliances inHA mode
TCP 7778 HAProxy persistence table replication

TCP 9080 WebUI - HTTP (disabled by default)

TCP 9081 Nginx fallback page

TCP 9443 WebUI - HTTPS

Additional Information

Deployment Guides

Comprehensive deployment guides are available thatfocus on load balancing specific applications. Theycover the
configuration of the load balancer and also any apgication specific configuration changes that are required to
enable load balancing. All guides are available onour website at the following URL:https://www.loadbalancer.org/
support/deployment-guides/.

Quick Start & Configuration Guides

The following related documentation may also be useful:
© Quick Start Guide - Hardware & Virtual
 Quick Start Configuration Guide - Amazon AWS
© Quick Start Configuration Guide - Microsoft Azure

+ Quick Start Configuration Guide - Google Cloud Plaform
Contacting Support

If you have any questions regarding the appliance a need assistance with load balancing your applicaton, please
donOt hesitate to contacsupport@loadbalancer.org
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Chapter 2 - Load Balancing Concepts

Load Balancing - the Basics

Loadbalancer.org appliances enable two or more seners to be combined into a cluster. This enables inlbund
requests to be distributed across multiple serverswhich provides improved performance, reliability and resilience.
Appliances can also be deployed as a clustered pair(our recommended solution) which creates a highlyavailable
configuration.

Supported Protocols

Loadbalancer.org appliances support virtually any TTP or UDP based protocol including HTTP, HTTPS, FTBMTP,
RDP, SIP, IMAP, POP, DNS etc. etc.

Layer 4 & Layer 7
Load balancing at layer 4 and layer 7 is supported LVS (inux Virtual Server) is utilized at layer 4 whilst HAProxy is
used at layer 7.

Load Balancing Algorithms

The Loadbalancer.org appliance supports several diferent load balancing algorithms. Each one has itsadvantages
and disadvantages and it depends on the specific agplication which is the most appropriate to use. Uswlly the
default method Weighted Least Connection is a good solution which works well in most situatons. The following
sections summarize each method supported.

Round Robin / Weighted Round Robin

With this method, incoming requests are distributedto Real Servers in a sequential manner relative teeach Real
ServerOs weight. Servers with a higher weight receé more requests. A server with a weight of 200 wil receive 4
times the number of requests than a server with a veight of 50. Weightings are relative, so it makes ro difference if
Real Server #1 and #2 have weightings of 50 and 10@espectively or 5 and 10.

Least Connection / Weighted Least Connection

With this method, incoming requests are distributedto Real Servers with the fewest connections relatve to each
Real ServerOs weight. Servers with a higher weighéceive more requests. A server with a weight of 200 will
receive 4 times the number of requests than a serve with a weight of 50. Again, weightings are relative, so it
makes no difference if Real Server #1 and #2 have wightings of 50 and 100 respectively or 5 and 10.This is the
default method for new VIPs.

Destination Hashing

With the method, requests are distributed to Real ®rvers by looking up the destination IP in a statichash table.
This algorithm is designed for use with web proxiesand is supported with Layer 4 DR mode Virtual Serices only.
For more information on this method please refer toModifying a Layer 4 VIR

Real Server Agent

To compliment the methods above, Loadbalancer.org gpliances also support Real Server (i.e backend serer)
agents. This permits the load balancing algorithm b be dynamically modified based on each Real Serve©s running
characteristics. For example, one Real Server couldhave a run-away process that is consuming excessig CPU
resources or RAM. Without the agent, the load balacer has no way of knowing this and would continue b send
requests to the overloaded server based on the algorithm selected. With the agent installed on the Red Server,
feedback is provided to the load balancer and the agorithm is then adjusted to reduce requests that are sent to
that server. For more information please refer toServer feedback Agent.
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Layer 4 vs Layer 7

A fundamental choice when setting up the load balarcer is whether to configure the services at layer 4or layer 7.

The Basics

At layer 4 the primary protocols used are TCP and UIDP. These protocols are not aware of upper level potocols
such as FTP, HTTP, HTTPS, DNS, RDP etc. Therefohetload balancer can only make load balancing decisons
based on details available at layers 4 and below sich as port numbers and IP addresses. At layer 7, th load
balancer has more information to make load balancirg related decisions since more information about upper level
protocols is available.

Layer 7 load balancing uses a proxy at the applicaibn layer (HAProxy). Requests are terminated on théoad
balancer, and the proxy generates a new request whch is passed to the chosen Real Server.

Performance

Due to the increased amount of information at layer7 and the fact that a proxy is in use, performanceis not as fast
as at layer 4. If raw throughput is a primary concen, then layer 4 is probably the better choice.

Persistence

Persistence (aka affinity or sticky connections) ighe ability to ensure that a specific client connects back to the
same server within a specific time limit. It is nomally required when the session state is stored loally on the Real
Server rather than in a separate database. At layed, Source IP persistence is the only option. At Iger 7, additional
methods are available such as HTTP cookie persistene where the load balancer sets a cookie to identify the
session and Microsoft Connection Broker where the bad balancer is able to utilize the redirection token for
reconnecting users to existing sessions.

Real Server Changes

For layer 4 DR mode, theARP Problem (more information is availablehere) has to be solved, for layer 4 NAT mode,
the default gateway on the Real Servers must be theload balancer. For layer 4 SNAT mode and layer 7 AT

mode the Real Servers do not need to be changed inany way.

Transparency

Transparency refers to the ability to see the orighating IP address of the client. For layer 4 DR mod and NAT
mode, connections are transparent. For layer 4 SNATmode and layer 7 SNAT mode, the IP address of théoad
balancer is recorded as the source address (for Lagr 7 SNAT mode, this can also be set to a user defied
address). For layer 7 SNAT mode, additional configtation steps can be taken to force the client IP tobe logged.
Options include using TProxy to re-write the sourceaddress or by enabling support for X-Forwarded-Foror Proxy
Protocol headers. For more information, please refe to Transparency at Layer 7

Other Considerations

Does Your Application Cluster Correctly Handle itsown State?

Load balancers work most effectively if the applicdion servers are completely stateless. This
means that if an application server (i.e. Real Sewr) fails and is automatically taken out of the
Note cluster, then all the current user sessions will betransferred to other servers in the cluster withou
the users needing to re login to the application again. If your application doesnOt have a
persistent data store then you canOt have seamlesdail over for your backend servers.

Do your web servers store persistent information onlocal drives?
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 Images (jpeg, png, gif etc.)
© Files (html, php, asp etc.)

If so, these files either need to be on shared stoage, or they need to be replicated to all of the nodes in the cluster.

Replication Solutions for Shared Data

On Linux systems you can use the Rsync command toaplicate files. On Windows systems you also have Rgnc,
although you may prefer the Robocopy command. Usudly, youOll upload your content to one primary serveand
then replicate it to the other servers in the cluster.

Solutions for Session Data

Standard ASP and PHP session data is stored locallpy default, leaving your session data in a local $ore will
prevent you from implementing seamless applicationserver fail-over in your cluster. If an applicationserver fails, all
of the local session data will be lost and your use will need to re-log in and possibly lose shopping baskets etc.

This problem is easily resolvable by implementing ashared persistent data store for the cluster. Thisis usually
either done with a shared backend database or a shaed memory solution.

Persistence

Persistence is required by many web applications. Qice a user has interacted with a particular serverall
subsequent requests are sent to the same server. lis normally required when the session state is stoed locally to
the web server as opposed to a shared database.

What do You do if Your Application is not Stateles®
Some applications require state to be maintained sich as:
 Terminal Services/Remote Desktop Services
+ SSH
© FTP (upload)
+ SMTP (incoming)

You may also find that you are unable to modify you HTTP/HTTPS based application to handle shared sesion
data.

For these cases, you can use persistence based on surce IP address. You lose the ability to have tragparent fail-

over, but you do still get increased capacity and manageability. This persistence problem occurs withall load
balancers and all vendors use standard methods andtechnologies to mitigate the issue.

Loadbalancer.org Supported Persistence Options
For layer 4, source IP address persistence is avadlble and is enabled by default for all new VirtualServices.

For layer 7, the following persistence options aresupported:

+ Source IP Address
- HTTP Cookie (the default for new Virtual Services)

- Application Cookie
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+ SSL Session ID

 MS Session Broker

 RDP Client Cookie

+ HTTP Cookie with Fallback to Source IP

+ X-Forwarded-For with Fallback to Source IP
+ Stick On Fallback

+ Last Successful

Cookies can offer more even traffic distribution and also handle any clients where the source IP address may
change during the session (e.g. mega proxies).

SSL session ID based persistence is useful in certiaa circumstances, although due to the way some brovsers
operate - notably older versions of Internet Exploter, the session ID can be renegotiated frequently évery few
seconds) which effectively breaks the persistence.

Note | For details on all layer 7 persistence options, plese refer to Modifying a Layer 7 VIR

1tOs also possible to define other custom persistere types if required using the custom
Note configuration option available for layer 7 Virtual Services. For more information, please refer to
Layer 7 - Custom Configurations

What are Your Objectives?

ItOs important to have a clear focus on your objeites and the required outcome for the successful inplementation
of your load balancing solution. If the objective & clear and measurable, you know when you have achéved your
goal.

Load balancers have a number of flexible features ad benefits for your technical infrastructure and goplications.

The primary question to consider is:Are you looking for increased performance, reliabil ity, ease of maintenance
or all three?

Performance A load balancer can increase performance by allowirg you to utilize several commodity
servers to handle the workload of one application.

Reliability Running an application on one server gives you a gigle point of failure. Utilizing a load
balancer to present multiple servers improves applcation availability but moves the point
of failure to the load balancer. We always advise hat you deploy load balancers as
clustered pairs to remove this single point of failre. For more information, please refer to
Chapter 9 - Appliance Clustering for HA).

Maintenance Using the appliance, you can easily bring servers m and off line to perform maintenance
tasks, without disrupting your users.

In order to achieve all three objectives, your applcation must handle persistence correctly. For

Note . . S .
more information, please refer to Does Your Application Cluster Correctly Handle itsown State?.

What are VIPs and RIPs?
Load balancer vendors typically use the term Virtud IP address (VIP) to describe the address that théoad
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balanced cluster is accessed from. 1tOs importanbtunderstand that 'VIP' refers to both the physicallP address and
also to the logical load balancer configuration. Lkewise, 'RIP' refers to both the Real ServerOs phigal IP address
and its representation in the logical load balancer configuration.

ItOs not possible to configure a VIP on the same I&ldress as any of the network interfaces. This
Note ensures that services are able to 'float' (move) béween Primary and Secondary appliances when
using an HA Pair.

What is a Floating
A floating IP address

IP Address?
(FIP) is automatically creattwhenever a VIP is configured. The FIP address ishe same as

the VIP address. Since the FIP must be able to movéetween the Primary and Secondary appliance, itOsot
possible to configure a VIP/FIP on the same IP add¥ss as an interface as mentioned in the note above.FIPs can
also be manually defined to provide a 'floating default gateway' for layer 4 NAT mode configurations.This allows
the default gateway for the NAT mode Real Servers o be brought up on the Secondary should the Primaryfail.

Loadbalancer.org Terminology

Load Balancer

An IP based traffic manager for server clusters.

Primary

The normally active appliance in a HA Clustered Paiof load balancers.

Secondary

The normally passive appliance in a HA Clustered Pa of load balancers.

Virtual Service

The main building block used to define load balanced services. It defines the IP address
clients connect to, which Real Servers are load banced and other settings such as health
check options, persistence options and timeout settings.

Real Server The actual backend server being load balanced. Muliple Real Servers are associated with
a Virtual Service.

VIP Virtual IP address - the IP address of the load balnced cluster of RIPs, the address
presented to connecting clients. Also used as an aconym for Virtual Service.

RIP The Real IP address - the IP address of a backendesver in the cluster. Also used as an
acronym for Real Server.

Floating IP The Floating IP Address is automatically created wienever a Virtual Service is configured,
the floating IP address is the same as the VIP addess. It enables services to be moved
between the Primary and Secondary appliance.

WebUI / WUI Web User Interface. Used to configure and manage tle appliance.

Layer 4 Part of the seven layer OSI model. Also a descriptie term for load balancing methods that
routes packets based on TCP/IP header information.

Layer 7 Part of the seven layer OSI model. Also a descriptie term for a proxy based load balancing
method that distributes packets based on the entire TCP/IP header and also the payload
information at the application layer.

DR Mode Direct Routing (aka DSR/Direct Server Return) is standard layer 4 load balancing
technique that distributes packets by altering only the destination MAC address of the
packet.

NAT Mode Network Address Translation is a standard layer 4 dad balancing technique that changes

the destination of packets to and from the VIP (exernal subnet to internal cluster subnet).

Layer 4 SNAT Mode

Source Network Address Translation - similar to NATmode but also modifies the source
address of all outgoing traffic to be the load balancer.
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Layer 7 SNAT Mode

Source Network Address Translation - the load balarcer acts as a proxy for all incoming &
outgoing traffic.

SSL Termination

The SSL certificate is installed on the load balaner in order to decrypt HTTPS traffic on
behalf of the cluster.

MASQUERADE Descriptive term for standard firewall technique where internal servers are represented as
an external public IP address. Sometimes referred® as a combination of SNAT & DNAT
rules.

One-Arm The load balancer has one physical network card comected to one subnet.

Two-Arm The load balancer has two interfaces connected to twvo subnets - this can be achieved by
using two network adapters, or by creating VLANSs ona single adapter.

GW The Default Gateway for a backend server in the clster.

EthO Usually the internal Ethernet interface, although his is optional. Also known as GbO0 on the
Enterprise 10G, 50G and 100G.

Ethl Usually the external Ethernet interface, although his is optional. Also known as Gb1 on the
Enterprise 10G, 50G and 100G.

Eth2 Third Ethernet interface.

Eth3 Fourth Ethernet interface.

Eth4 Fifth Ethernet interface (Enterprise 100G only, als depends on choice of adapter cards).

Eth5 Sixth Ethernet interface (Enterprise 100G only, ats depends on choice of adapter cards).
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Chapter 3 - Topologies & Load Balancing Methods

One-Arm and Two-Arm Topologies

The number of 'arms' is a descriptive term for howmany interfaces are used to connect a device to a retwork. 1tOs
common for a load balancer that uses a routing mettod (NAT) to have a two-arm configuration although me-arm is
also supported. Proxy based load balancers (SNAT)@mmonly use a one-arm configuration although two-am is
also supported.

One-Arm

The VIP and the load balanced servers are locatedm a single subnet. The load balancer requires a siigle network
interface adapter - ethO in the diagram below.

Two-Arm

Here, 2 subnets are used. The VIP is located in onesubnet and the load balanced Real Servers are locted in the
other. The load balancer requires 2 interfaces, onein each subnet as shown in the diagram below.

Note This can be achieved by using two network adapters,or by creating VLANs on a single adapter.

Typically ethO is used as the internal interface andethlis used as the external interface. This is

Note . .
not a requirement - each interface can be used forany purpose.

Supported Load Balancing Methods

The Loadbalancer.org appliance is one of the most fexible load balancers available. The design allowsdifferent
load balancing modules to utilize the core high avalability framework of the appliance. Multiple load balancing
methods can be used at the same time or in combinaton with each other. The table below describes the methods
supported by the appliance.
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Layer Method Comments Topology Note
Layer 4 |DR Ultra-fast local server based load balancing One-Arm (*) 1
(Direct Routing)
 Requires the ARP Problemto be solved on each
Real Server - for more details please refer taDR
Mode Considerations
Layer 4 |NAT Fast Layer 4 load balancing One or Two-Arm 1
(Network Address
Translation) © The appliance must be the default gateway for
the Real Servers
Layer4 |TUN Similar to DR but works across IP encapsulated One-Arm 2
tunnels
Layer 4 |SNAT Fast layer 4 SNAT supporting both TCP & UDP One or Two-Arm 3
(Source Network
Address  Very simple to implement
Translation) . ' :
 Requires no Real Server configuration changes
Layer 7 |SSL Termination |Usually required in order to process cookie One or Two-Arm |4
(STunnel & Pound) | persistence in HTTPS streams on the load balancer
+ SSL Termination is processor intensive
Layer 7 | SNAT (Source Layer 7 allows greater flexibility including full SNAT One or Two-Arm |4
Network Address |and remote server load balancing, cookie insertion
Translation using |and URL switching
HAProxy)
 Very simple to implement
 Requires no Real Server configuration changes
 Not as fast as Layer 4 methods

(*) DR mode can also be used in a multi-homed confjuration where real servers are located in differernt subnets. In
this case, the load balancer must have an interfacein the same subnet to enable layer 2 connectivitywhich is
required for DR mode to operate.

Notes

1. Recommended for high performance fully transparentand scalable solutions.

2. Only required for Direct Routing implementation acioss routed networks (rarely used).

3. Recommended when you want to load balance both TCPand UDP but youOre unable to use DR mode or NAT
mode due to network topology or Real Server related reasons.

4. Recommended if HTTP cookie persistence is requiredalso used for several Microsoft applications suchas
Exchange, SharePoint & Remote Desktop Services andor overall deployment simplicity since Real Serves
can be on any accessible subnet and no Real Servechanges are required.

Layer 4 DR Mode

One-arm direct routing (DR) mode is a very high peormance solution that requires little change to your existing
infrastructure.
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Note Kemp, Brocade, Barracuda & A10 Networks call thi®irect Server Returnand F5 call itN-Path.

- DR mode works by changing the destination MAC address of the incoming packet to match the selected Red
Server on the fly which is very fast.

© When the packet reaches the Real Server it expectghe Real Server to own the Virtual Services IP addgss
(VIP). This means that you need to ensure that thé&keal Server (and the load balanced application) repond to
both the Real ServerOs own IP address and the VIP.

 The Real Servers should not respond to ARP requestgor the VIP. Only the load balancer should do this
Configuring the Real Servers in this way is referrd to as Solving the ARP Problem. For more information
please refer to DR Mode Considerations

+ On average, DR mode is 8 times quicker than NAT foHTTP, 50 times quicker for Terminal Services and rach,
much faster for streaming media or FTP.

 The load balancer must have an Interface in the same subnet as the Real Servers to ensure layer 2
connectivity required for DR mode to work.

+ The VIP can be brought up on the same subnet as theReal Servers, or on a different subnet provided ttat the
load balancer has an interface in that subnet.

' Port translation is not possible with DR mode, e.gVIP:80! RIP:8080 is not supported.

- DR mode is transparent, i.e. the Real Server willee the source IP address of the client.
Layer 4 NAT Mode

Layer 4 NAT mode is a high performance solution, ahough not as fast as layer 4 DR mode. This is becase real
server responses must flow back to the client via he load balancer rather than directly as with DR male.
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 The load balancer translates all requests from theVirtual Service to the Real Servers.

+ NAT mode can be deployed in the following ways:

- Two-arm (using 2 Interfaces) (as shown above) - Here, 2 subnets are used. The WP is located in one
subnet and the load balanced Real Servers are locatd in the other. The load balancer requires 2
interfaces, one in each subnet.

This can be achieved by using two network adapters,or by creating VLANs on a single

Note
adapter.

- Normally ethO is used for the internal network and ethl is used for the external network although this
is optional. Any interface can be used for any purpse.

- If the Real Servers require Internet accessAutonat should be enabled using the WebUIl menu
option: Cluster Configuration > Layer 4 - Advanced Configuation, the external interface should be
selected.

+ The default gateway on the Real Servers must be seto be an IP address on the load balancer.
For an HA clustered pair, a floating IP should be dded to the load balancer and

Note used as the Real ServerOs default gateway. This emses that the IP address can
‘float' (move) between Primary and Secondary appliaces.

Clients can be located in the same subnet as the VP or any remote subnet provided they can route
to the VIP.

- One-arm (using 1 Interface)- Here, the VIP is brought up in the same subnet a the Real Servers.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 28



To support remote clients, the default gateway on the Real Servers must be an IP address on the
load balancer and routing on the load balancer mustbe configured so that return traffic is routed
back via the router.

For an HA clustered pair, a floating IP should be dded to the load balancer and
Note used as the Real ServerOs default gateway. This emses that the IP address can
‘float' (move) between Primary and Secondary appliaces.

To support local clients, return traffic would normelly be sent directly to the client bypassing the lbad
balancer which would break NAT mode. To address ths, the routing table on the Real Servers must
be modified to force return traffic to go via the load balancer. For more information please refer to
One-Arm (Single Subnet) NAT Mode

- If you want Real Servers to be accessible on theilown IP address for non-load balanced services, e.gRDP,
you will need to setup individual SNAT and DNAT fiewall script rules for each Real Server or add addional
VIPs for this.

+ Port translation is possible with Layer 4 NAT modeg.g. VIP:80! RIP:8080 is supported.

- NAT mode is transparent, i.e. the Real Servers wikee the source IP address of the client.

NAT Mode Packet re-Writing

In NAT mode, the inbound destination IP address ischanged by the load balancer from the Virtual Servce IP
address (VIP) to the Real Server. For outbound reps the load balancer changes the source IP addressof the Real
Server to be the Virtual Services IP address.

The following table shows an example NAT mode setup:

Protocol

VIP Port RIP Port

TCP

10.0.0.20 80 192.168.1.50 80

In this simple example all traffic destined for IPaddress 10.0.0.20 on port 80 is load-balanced to tre real IP address
192.168.1.50 on port 80.

Packet rewriting works as follows:

1) The incoming packet for the web server has soure and destination addresses as:

Source

X.X.X.X:34567 Destination 10.0.0.20:80

2) The packet is rewritten and forwarded to the badkend server as:
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Source X.X.X.X:34567 Destination 192.168.1.50:80
3) Replies return to the load balancer as:

Source 192.168.1.50:80 Destination X.X.X.X:34567

4) The packet is written back to the VIP address au returned to the client as:

Source 10.0.0.20:80 Destination X.X.X.X:34567

Layer 4 SNAT Mode
Layer 4 SNAT mode is a high performance solution, #hough not as fast as Layer 4 NAT mode or Layer DR mode.

+ The load balancer translates all requests from theexternal Virtual Service to the internal Real Serves in the
same way as NAT mode - please refer toLayer 4 NAT Mode for more information.

+ Layer 4 SNAT mode is not transparent, an iptables SIAT rule translates the source IP address to be thdoad
balancer rather than the original client IP address

- Layer 4 SNAT mode can be deployed using either a ore-arm or two-arm configuration. For two-arm
deployments, ethO is normally used for the internalnetwork and ethl is used for the external networkalthough
this is not mandatory.

- If the Real Servers require Internet access, Autonashould be enabled using the WebUI option: Cluster
Configuration > Layer 4 - Advanced Configuration the external interface should be selected.

 Requires no mode-specific configuration changes tothe load balanced Real Servers.
© Port translation is possible with Layer 4 SNAT modee.g. VIP:80! RIP:8080 is supported.

© You should not use the same RIP:PORT combination fdayer 4 SNAT mode VIPs and layer 7 SNAT mode VIPs
because the required firewall rules conflict.
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Layer 7 SNAT Mode

Layer 7 SNAT mode uses a proxy (HAProxy) at the agjzation layer. Inbound requests are terminated onthe load
balancer and HAProxy generates a new correspondingrequest to the chosen Real Server. As a result, Lagr 7 is

typically not as fast as the Layer 4 methods. Layef7 is typically chosen when either enhanced optionssuch as SSL

termination, cookie based persistence, URL rewritirg, header insertion/deletion etc. are required, orwhen the
network topology prohibits the use of the layer 4 methods.

- Because layer 7 SNAT mode is a full proxy, any semrr in the cluster can be on any accessible subnet including

across the Internet or WAN.

 Layer 7 SNAT mode is not transparent by default, €. the Real Servers will not see the source IP addgss of the

client, they will see the load balancerOs own IP ahtess by default, or any other local appliance IP adress if
preferred (e.g. the VIP address). This can be confured per layer 7 VIP. If required, the load balaner can be
configured to provide the actual client IP addressto the Real Servers in 2 ways. Either by insertinga header
that contains the clientOs source IP address, or byodifying the Source Address field of the IP packds and

replacing the IP address of the load balancer withthe IP address of the client. For more informationon these

methods please refer to Transparency at Layer 7

+ Layer 7 SNAT mode can be deployed using either a or-arm or two-arm configuration. For two-arm

deployments, ethO is normally used for the internalnetwork and ethl is used for the external networkalthough

this is not mandatory.
- Requires no mode-specific configuration changes tothe load balanced Real Servers.

+ Port translation is possible with Layer 7 SNAT modee.g. VIP:80! RIP:8080 is supported.

© You should not use the same RIP:PORT combination fdayer 7 SNAT mode VIPs and layer 4 SNAT mode VIPs

because the required firewall rules conflict.

For detailed configuration examples using various nodes, please refer to Chapter 10 -

Note . .
Configuration Examples

Which Load Balancing Method Should | Use?
Mode Summary
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Layer 4 DR Mode

This mode offers the best performance and requireslimited physical Real Server changes. The load balaced
application must be able to bind to the Real Serve®s own IP address and the VIP at the same time. hinode
requires the ARP Problemto be solved as described here. Layer 4 DR mode is transparent, i.e. the Real Sgers will
see the source IP address of the client.

Layer 4 NAT Mode

This mode is also a high performance solution but rot as fast as DR mode. It requires the default gatevay of each
Real Server to be the load balancer and supports bah one-arm and two-arm configurations. Layer 4 NATmode is
transparent, i.e. the Real Servers will see the sotce IP address of the client.

Layer 4 SNAT Mode

This mode is also a high performance solution but rot as fast as the other layer 4 modes. It does notrequire any
changes to the Real Servers and can be deployed inone-arm or two-arm mode. This mode is ideal for exanple
when you want to load balance both TCP and UDP butyouQre unable to use DR mode or NAT mode due to
network topology or Real Server related reasons. Lger 4 SNAT mode is non-transparent, i.e. the Real &vers will
see the source IP address of the load balancer.

Layer 7 SNAT Mode

This mode offers greater flexibility but at lower performance levels. It supports HTTP cookie insertim, RDP cookies,
Connection Broker integration and works very well with either Pound or STunnel when SSL termination igequired.
It also enables content switching and header manipuation rules to be implemented. It does not require any
changes to the Real Servers and can be deployed inone-arm or two-arm mode. HAProxy is a high performace
solution, but since it operates as a full proxy itcannot perform as fast as the layer 4 solutions. Lger 7 SNAT mode
is non-transparent by default, i.e. the Real Serves will see the source IP address of the load balaner. This mode
can be made transparent through the use of TProxy.

Our Recommendation

Where possible we recommend that Layer 4 Direct Roting (DR) mode is used. This mode offers the best pssible
performance since replies go directly from the RealServers to the client, not via the load balancer.ItOs also
relatively simple to implement. Ultimately, the firal choice does depend on your specific requirements and
infrastructure.

If you are using Microsoft Windows Real Servers . the backend servers) make sure that

Note Windows NLB (Network Load Balancing) iscompletely disabled to ensure that this does not
interfere with the operation of the load balancer.
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Chapter 4 - Appliance Fundamentals
Hardware Appliance Installation
1. Remove all packaging and rack mount the appliance i required.

2. Connect the power lead.
Note The power supply is an auto-sensing unit (100v to 20v).

3. Connect a network cable from your switch to one ofthe Ethernet ports, typically ethO but this is not
mandatory. If using a two-armed configuration connect another cable to a second Ethernet port, typicaly ethl
but again, this is not mandatory.

4. For a clustered hardware pair, the units must be alle to communicate either via network (ucast), via srial
cable or both. By default, ucast only is used. If erial is preferred or you want to use both methods, connect a
serial cable between the two appliances.

If a serial cable is used, Heartbeat must be configired for this using the WebUI option:

Note i . . . . .
Cluster Configuration > Heartbeat Configuration and enabling 'Serial'.

5. Attach a monitor & keyboard to the appliance.

6. Check mains power is on and press the power switch.The fans should start & front panel LEDs should gjht.

The above image shows the Enterprise 1G. For netwdrinterface information for other

Note
models please refer to Front & Rear Panel Layouts

7. Now follow the on-screen instructions to configure the management IP address and other network setting as
detailed in Configuring Initial Network Settings.

Virtual Appliance Installation

Supported Hypervisors
The VA is available for the following hypervisors:

- VMware ESXi : v4.0 & later

 Virtual Box : v4.0 & later
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+ Microsoft Hyper-V : v2012 & later
+ KVM : Kernel version v2.6.20 & later
- XEN :v6.0 & later

 Nutanix AHV

Host Requirements
To run the Loadbalancer.org Enterprise VA (irrespetive of which Hypervisor is being used) the following basic

server specifications must be met:
© 64bit CPU

+ Virtual Technology hardware support - either IntelVT-x or AMD-V compliant CPUs

Virtual Hardware Resource Allocations
By default the appliance is allocated the following resources:

+ 2vCPUs
'+ 4GB RAM
+ 20GB disk

The CPU and memory allocations are suitable for a BC or for low to medium throughput production applications.
For more demanding situations, they can be increasel as needed. Resources required depend on multiplefactors
including the application being load balanced, the number of end-users, the anticipated throughput, the underlying
physical hardware running the hypervisor and whethe youOll be load balancing at layer 4 or layer 7.HErefore itOs
not realistic to make generic recommendations. If you need assistance in determining the resources required for
your deployment, please contact support.

Download & Extract the Appliance
1. Go to https://www.loadbalancer.org/get-started/.

2. Enter your details (all fields except email addressare optional).

3. Click the Download button.

4. Now click the Download link next to the appropriate hypervisor.

5. Unzip the contents of the file to your chosen locaton.

All information provided is 100% confidential. If puOre conducting a PoC (Proof of Concept) trial

Note we may follow up with an email or phone call to seehow youOre getting on and offer assistance,
but under no circumstances will Loadbalancer.org stare your details with a third party.

The same download is used for the licensed product,the only difference is that a license key file
Note (supplied by our sales team when the product is puchased) must be applied using the
applianceOs WebUI.

The VA has 4 network adapters. For VMware only thefirst adapter (eth0) is connected by default.
Note For HyperV, KVM, XEN and Nutanix AHV all adaptersi@ disconnected by default. Use the
network configuration screen within the Hypervisor to connect the required adapters.
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Hypervisor Deployment

VMware Host Client
1. Right-click Host in the VMware Host Client inventory and selectCreate/Register VM.

2.

On the Select creation type page of the wizard, select Deploy a virtual machine from an OVF or OVA file and
click Next.

. On the Select OVF and VMDK files page, provide a unique name for the virtual machire.

. Click the blue pane to open your local system storage, browse to the VA download location and select both

the .ovf and .vmdk files.

. Complete the remaining options according to your requirements and deploy the VA.

VMware vSphere Client
The steps below apply to VMware ESX/ESXi & vSpher&lient v6.7 and later.

Upgrading to the latest Hardware Version
When the appliance is deployed, the virtual hardwake version is set to 7. This enables compatibility vith ESX
version 4.0 and later. You can upgrade to a later tardware version if required.

Note Create a snapshot or backup of the virtual machinefirst before upgrading.

Installing the Appliance using vSphere Client
1. Right-click the inventory object where the appliance is to be located and select Deploy OVF Template.

2.

10.

In the Select an OVF Template screen, select the Local File option, click Choose Files, browse to the VA
download location and select both the .ovf and .vmdk files and click Next.

. In the Select a name and folder screen, type a suitable name for the appliance - his can be up to 80

characters in length.

. Select the required location for the appliance - by default this will be the location of the inventory object from

where the wizard was started and click Next.

. In the Select a compute resource screen, select the required compute resource for the appliance - by default

this will be the inventory object from where the wizard was started and click Next.

. In the Review details screen, verify the template details and clickNext.
. In the Select Storage screen, first select the required storage locationfor the appliance.

. Now select the required disk format and click Next.

Loadbalancer.org recommends selecting a thick provsion format. By default the appliance

Note disk is 20GB.

. In the Select Networks screen, select the required destination network using the drop-down next to VM

Network and click Next.

In the Ready to complete screen, review the settings and clickFinish to create the virtual appliance. To
change a setting, use the Back button to navigate back through the screens as required.

Configure Additional Network Adapters
The appliance has 4 network adapters. By default orty the first adapter is connected. This will beethO when
viewed in the appliance WebUI. If you require additonal network adapters to be connected, follow the steps below:
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1. Right-click the appliance, selectEdit Settings.
2. Using the drop-down next to the relevant network adapter(s), select the requiredNetwork and tick (check) the

Connected check-box and click OK.

Start the Appliance
Now power up the appliance.

VMware Workstation Player
1. Select Player > File > Open

2. Browse to the VA download location and select the .ovf file.

3. Modify the default name as required and clickImport.

VMware Tools / Open VM Tools
From v8.8.1 all new VAOs use Open VM Tools rathéran VMWare Tools.

When updating a v8.7.x appliance to v8.8.1 using olne or offline update, VMWare tools is removed andOpen VM
Tools is installed.

To Verify that Open VM Tools is running
Run the following command at the console or via anSSH session:

# service vmtoolsd status
vmtoolsd (pid 3514) is running...

When using open-vm-tools, the VMware Tools statuss shown as "Guest Managed" on the
virtual machine Summary tab. The status Guest Managd means that you cannot use the
vCenter Server to manage VMware Tools and you canno use vSphere Update Manager to
upgrade VMware Tools.

Important

Microsoft Hyper-V
The steps below apply to Windows Hyper-V 2012 & lagr.

Installing the Appliance using Hyper-V Manager
1. Start Hyper-V Manager, then using the right-click nenu or the Actions pane select Import Virtual Machine and
click Next.

2. In the Locate folder screen, browse to the location of the extracted download and select the
Loadbalancer.org Ent. VA folder.

3. Click Next until you reach the Choose Import Type screen, select the option Copy the virtual machine (create
a new unique ID) and click Next.

4. In the Choose Folder For Virtual Machine Files screen, tick (check) the checkboxStore the Virtual Machine in
different location , then select a suitable location for the virtual machines files and click Next.

5. In the Choose Folder to store Virtual Hard Disks screen,select a suitable location for the virtualhard disk files
and click Next.

6. In the Completing Import Wizard screen, verify that all settings are correct and dick Finish to complete the
import process. To change a setting, use thePrevious button to navigate back through the screens as
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required.
Once complete, the load balancer will appear in theVirtual Machines list.
Note For a clustered pair, make sure that you select a dferent folder location in steps 4 & 5.
Configure Network Adapters
The appliance has 4 network adapters, these remaindisconnected once deployment completes. To connect an

adapter to a virtual switch:

1. Right-click the appliance, selectSettings.

2. Select the first network adapter and set the required virtual switch that the adapter should be conneded to.

This will be ethO when viewed in the appliance WebUI.

3. Click Apply.
Note If you need to connect additional network adapters repeat step 2 as required.

Start the Appliance
Now power up the appliance.

Linux Integration Services
Linux Integration Services are pre-installed by de&ult. Therefore manual installation is not required

KVM
The following steps should be followed on the KVM host:

1. Extract the archive to/var/lib/libvirt/images/ .
2. virsh define Loadbalancer*.xml.

3. virsh start Loadbalancer*.

Network cards are set to NAT by default so adjust & needed before powering on. Please also

Note . - ) .
refer to the XML file for additional configuration notes.

Nutanix AHV
For detailed installation and deployment guidance, please refer to our Nutanix blog.

XEN
The following steps should be followed on the XEN host:

1. Extract the archive.

2. Import the xva file into XEN.

Cloud Appliance Installation
For details of our cloud based products, please rekr to the relevant guide in the documentation library.

Configuring Initial Network Settings
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After power up, the following startup message is dsplayed on the appliance console:

As mentioned in the text, to perform initial network configuration, login as the 'setup' user at the gpliance console.

Once logged in, the Network Setup Wizard will startautomatically. This will enable you to configure he
management IP address and other network settings fa the appliance.

login to the console:

Username: setup
Password: setup

A series of screens will be displayed that allow ndwork settings to be configured:

To continue with the Network Setup Wizard select
Yes and hit <ENTER> to continue.

Next, youOll be asked if youOre recovering from ne
(i.e. Primary or Secondary) failure. If youOre sityp
deploying a new appliance, select No and hit
<ENTER> to continue.

For more details on node
recovery using this option please
Note refer to Disaster Recovery After
Node (Primary or Secondary)
Failure.
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Next, youOll be asked if you want to enroll the
appliance for Centralised Management. if you have
been provided with this information select Yes,
otherwise leave No selected, then hit <ENTER> to
continue.

For information on how to modify
Centralised Management settings
via the WebUI, please refer to
Portal Management

Note

A list of available interfaces will be displayed, tit
<ENTER> to continue.

Select Yes If you want to configure a bonded
interface, if not leave No selected, then hit
<ENTER> to continue. If you selecYes, the screen
shown below will be displayed:

Using the space bar, select the interfaces youOdke
to include in the bond, then click Create.

Select Yes If you want to configure a VLAN, if not
leave No selected, then hit <ENTER> to continue. If]
you select Yes youOll be prompted to enter a VLAN
Tag ID.
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Select the interface that will be used to manage the
appliance, then hit <ENTER> to continue.

Either enter the required management IP address &
CIDR prefix and selectDone or select Use DHCPto
request an address and then hit <ENTER> to
continue.

A subnet mask such as
Note 255.255.255.0 is not valid, in this
case enter 24 instead.

Enter the default gateway address, selectDone and
hit <ENTER> to continue.

Configure the required DNS server(s), selecDone
and hit <ENTER> to continue.

Hit <ENTER> to continue.
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Enter the password youQd like to use for the
Oloadbalancer® WebUI user account and the OrootO
Linux user account, selectDone and hit <ENTER> t0
continue.

If you selected Yes when asked if you want to
enroll for Centralised Management, youOll now be
prompted for the details. Default values for the Haost
and Port are set and can be changed if required.
Enter a Username and Password, selecDone and
hit <ENTER> to continue.

A summary of all settings is displayed, if everythng
looks good select Configure and hit <ENTER> to
continue, all settings will then be applied.

Once the configuration has been written, the
Configuration Complete message will be displayed.
Click OK to exit the wizard and return to the
command prompt.

Appliance Access & Configuration Methods

Once the initial network settings have been configured, the appliance can be accessed and configured wsing the
Web User Interface (WebUI). In addition, full rootccess is provided at the console or via an SSH sesion.

'root’ user console and SSH password access are diabled by default. These options can be
Note enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

Accessing the WebUI

The WebUI is accessed using a web browser. By defalt, user authentication is based on local Apache .ltaccess
files. User administration tasks such as adding uses and changing passwords can be performed using tre WebUI
menu option: Maintenance > Passwords
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Note A number of compatibility issues have been found wih various versions of Internet Explorer and
Edge. The WebUI has been tested and verified usingooth Chrome & Firefox.

Note If required, users can also be authenticated agains LDAP, LDAPS, Active Directory or Radius. For
more information, please refer to External Authentication.

1. Using a browser, access the WebUI using the following URL:
https://<IP-address-configured-during-network-setup -wizard>:9443/Ibadmin/
2. Log in to the WebUI:

Username: loadbalancer
Password: <configured-during-network-setup-wizard>

Note To change the password, use the WebUIl menu option:Maintenance > Passwords.

Once logged in, the WebUI will be displayed as shown below:
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The WebUI for the VA is shown, the hardware and clad appliances are very similar. The

Note . . .
licensing related message is platform & model deperdent.

3. YouOll be asked if you want to run the Setup WizardClick Dismiss if youOre following a guide or want to
configure the appliance manually. ClickAccept to start the Setup Wizard.

Note The Setup Wizard can only be used to configure Laye 7 services.

Main Menu Options

System Overview - Displays a graphical summary of all VIPs, RIPsd key appliance statistics
Local Configuration - Configure local host settings such as IP addressDNS, system time etc.
Cluster Configuration - Configure load balanced services such as VIPs &IPs
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Maintenance - Perform maintenance tasks such as service restas and taking backups
View Configuration - Display the saved appliance configuration settirgs

Reports - View various appliance reports & graphs

Logs - View various appliance logs

Support - Create a support download, contact the support eam & access useful links
Live Chat - Start a live chat session with one of our Suppor Engineers

Note The setup wizard can be used for configuring Layer7 services only. For details on using the
wizard, please refer to Creating Layer 7 Virtual Services (Using the Wizaryl

Note For full details of setting up layer 4 and layer 7load balanced services, please refer toChapter 6 -
Configuring Load Balanced Services

Root Access
Log in to the console or via an SSH session:

Username: root
Password: <configured-during-network-setup-wizard>

‘root' user console and SSH password access are diabled by default. These options can be
Note enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

For Windows hostsPuTTycan be used for SSH access andVinSCPcan be used for secure file

Note
transfer.

Keyboard Layout
By default the appliance is configured with a US ke/board layout. The layout can be changed by editingthe file

/etc/sysconfig/keyboard . For example, to change the layout from US to UK:
1. edit /etc/sysconfig/keyboard using a text editor such asvi or vim for Linux or WinSCP under Windows.
2. replace KEYTABLE="us" with KEYTABLE="uk".
3. replace Layout=0usO with Layout=0ukO.

4. save the file and re-boot the appliance.
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Chapter 5 - Appliance Management

Network Configuration

Physical/Virtual Adapters

The Enterprise 1G, Enterprise 10G and all virtualodels have 4 network adapters. The Enterprise 50G dso has 4
adapters; 2 of these can be customized to suit yourconnectivity requirements when purchased. The Enteprise
100G supports up to 6 adapters depending on your cloice of interface cards when purchased. Comprehensve
information on all models is availablehere.

If multiple logical interfaces are required, thesecan be added by specifying multiple IP addresses asshown below.
If multiple cables must be connected, an external svitch can be used.

Typically, the main reason for using all 4 or 6 inérfaces is when bonding (e.g. 802.3ad) is requiredin a two-arm
NAT or SNAT mode highly available configuration.

For the VMware appliance, only the first adapter (¢h0) is connected by default. For HyperV, KVM,
Note XEN and Nutanix AHV all adapters are disconnected ly default. Use the network configuration
screen within the Hypervisor to connect the required adapters.

Configuring IP Addresses

As mentioned in the previous chapter, initial netwark settings can easily be configured using the Network Setup
Wizard. For more information on using the wizard péase refer to Configuring Initial Network Settings.

IP addresses can also be configured using the WebUmenu option: Local Configuration > Network Interface
Configuration. If a single interface is required,ethO is typically used. If 2 interfaces are required,ethO is typically
used as the internal interface andethlis used as the external interface. However, unlikeother appliances on the
market you can use any interface for any purpose.

In a simple one-arm configuration, you would just reed to configure the IP address and subnet mask forone
interface, e.g.ethO and if there are remote clients, the relevant default gateway. Both IPv4 and IPv6 addresses can
be configured.

CIDR notation is used to specify IP addresses andgbnet masks. For example, to specify an IP addres®f

192.168.2.100 with a subnet mask of 255.255.255.0then 192.168.2.100/24 would be entered in the releant
interface field as shown in the example below:

Note For information on CIDR notation please refer toAppliance IPv4 Address Format (CIDR notation)

To configure IP address(es):
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1. Using the WebUI, navigate to:Local Configuration > Network Interface Configuration.

2. Assign the required IP address/mask, multiple addresses can be assigned as shown below:

3. Click Configure Interfaces.
If you have Virtual Services defined when making clanges to the network configuration, you

Note should verify that your Virtual Services are stillup and working correctly after making the
changes.

Configuring Bonding
The appliance supports bonding of multiple network adapters.

To Configure Bonding:

1. Using the WebUI, navigate to:Local Configuration > Network Interface Configuration.

2. Any of the available adapters can be bonded. For example, to bond ethO and eth1, select (check) theethO and
ethlcheck-boxes.
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3. Select the required Bonding Mode:

Mode 0 - Balance round robin. Transmits packets in a numecal order from the first available Secondary
through to the last.

Mode 1- Active Backup (default). This places one of theadapters in a backup state and will only become
active if the link is lost to the active adapter. This mode provides fault tolerance.

Mode 4 - 802.3ad. Dynamic link aggregation mode. This moa requires a switch that supports IEEE 802.3ad.

Note After changing the bonding mode the appliance must be restarted for the setting to take
effect.

4. Click Create.

5. The new bond (bond0) is displayed as shown below:

At this point the adapters will still have the samelP settings configured previously. Once an
IP address is defined for the bond andConfigure Interfaces is clicked, these addresses will
be removed and only the bond address will apply. Ifbonding is later disabled, these
addresses will be re-applied to the adapters.

Note
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6. Enter the IP address for bond0 and clickConfigure Interfaces.

7. If the bonding mode has been changed, restart the gpliance used the WebUI menu option: Maintenance >
System Controland clicking Restart Load Balancer.

If you have a Primary and Secondary configured as a HA pair, make sure you configure
Note bonding in the same way on both units. Failure to @ this will result in heartbeat
(Primary/Secondary communication) related issues.

If your Real Servers, ESX hosts etc. support netwdrbonding using BroadcomOs SLB (Smart
Load Balancing), this can cause issues in Layer 4 R mode if older drivers are used. We

Note . . . .
have successfully tested SLB (Auto Fallback Disablgwith driver version 15.2.0.5. Therefore
at least this version is recommended.
Configuring VLANSs

Native 802.1Q VLAN support can be enabled to load falance clusters on multiple VLANS.

In access mode, switch ports are dedicated to one VLAN. The switd handles all the tagging and de-tagging of
frames - the station connected to the port does notneed to be configured for the VLAN at all.

Intrunk mode, the switch passes on the raw VLAN frames, and thestation must be configured to handle them.
Trunk mode is usually used to connect two VLAN-carying switches, or to connect a server or router toa switch.

If the load balancer is connected to an access modeswitch port no VLAN configuration is required. Ifthe load

balancer is connected to a trunk port, then all therequired VLANs will need to be configured on the load balancer.

To configure a VLAN:

1. Using the WebUI, navigate to:Local Configuration > Network Interface Configuration.
2. In the VLAN section select the required adapter (eg. eth0).

3. Enter the VLAN ID (e.g. 250).

4. Click Add VLAN.

5. An extra IP Address Assignment field named eth0.250will be created as shown below, the required IP
address should be entered in this field.
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6. Click Configure Interfaces.

7. To delete the VLAN definition, click the appropriate Delete button.

If you have a clustered pair, donOt forget to corture the same VLANSs on the Secondary as

Note . . .
these will not be replicated/created automatically.

NIC Offloading
NIC offloading is enabled by default. This will endle (where available) hardware NIC offloading.

To Configure Offloading:

1. Using the WebUI, navigate to:Local Configuration > Physical - Advanced Configurdion.
2. Scroll down to the Interface Offload section.
3. configure the required setting.

4. Click Update.

Configuring MTU Settings
To set the MTU setting for an interface:

1. Using the WebUI, navigate to:Local Configuration > Network Interface Configuration

2. Enter the required MTU setting.
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3. Click Configure Interfaces.

Configuring Default Gateway & Static Routes
To set the Default Gateway for IPv4 and Ipv6:

1. Using the WebUI, navigate to:Local Configuration > Routing

2. In the Default Gateway section define the default gateway as shown in the example below:

3. Click Configure Routing.
To configure Static Routes:

1. Using the WebUI, navigate to:Local Configuration > Routing

2. In the Static Routes section configure the subnets& gateway addresses shown in the example below:

3. Click Configure Routing.

Unlimited static routes can be defined, additionalblank rows will be added to the WebUI
screen as theyOre used.

Note
Management Gateway

If you want to manage the appliance from a remote aibnet that is accessible via a different gateway, he
management address and the gateway can be specifiedhere. Once configured, traffic from the management
address is routed via the management gateway ratherthan via the default gateway.

Note This is not a security feature, only a routing opton. The WebUI is still accessible on all appliance
IPs as before.

Note Policy based routing is used to provide this featuie. For more information, please refer to the PBR
section below.

To configure the Management Gateway:
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1. Using the WebUI, navigate to:Local Configuration > Physical Advanced Configuraton.

2. Scroll down to the Management Gateway section.

3. Select the required Management Address from the drop-down.

The drop-down is populated with all IP addresses that have been assigned to the various

Note .
network interfaces.

4. specify the required Gateway address.

5. Click Update.

Configuration Example
To enable appliance management on 1P192.168.1.10Grom the remote management server shown below:

The following Management Address and Via Gateway settings would be required:

YouOQll need to ensure tha192.168.1.100s configured on eth0. This can be done using theWebUI

Note . . . . .
menu option: Local Configuration > Network Interface Configuration.

Policy Based Routing (PBR)
If you require a custom gateway for a particular VP, this can be achieved using Policy Based Routing.

If client source addresses are known and predictabk, static routes should normally be used to
route traffic. In other situations where this is nd known or the network is large with many subnets,
PBR can be used. Here, return traffic is routed basd on the source address of the reply traffic
(the VIP/floating IP) rather than on the destinatia address (the clientOs IP).

Note
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To configure a VIP to return traffic via a custom gateway rather than via the default gateway:

1. Using the WebUI, navigate to: Cluster Configuration> PBR Default Gateways.

2. Set the Floating IP to the required VIP address, &. 192.168.111.222
3. Set the Gateway Address to the required value, €.9g.192.168.111.254
4. Click Submit.

5. Once configured, the new default gateway will be displayed as shown below:

To delete the new gateway and configure the VIP touse the applianceOs standard default gateway, clicRelete.

Configuring Hostname & DNS Configuration
To set the Hosthame, Domain & DNS servers:

1. Using the WebUI, navigate to:Local Configuration > Hostname & DNS

2. Specify the required Hostname, by default this is set tolbmaster.

3. Specify the Domain name, by default this is set tdocalhost.
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4. Specify the required DNS server(s).
5. Click Update.

Portal Management
To Configure Centralized Portal Management Settings

1. Using the WebUI, navigate to:Local Configuration > Portal Management

2. To enable communication with a Portal Management Sever, tick (check) theEnabled checkbox.

3. Default values forHostname and Port are set, change these if required.
4. Click Update.
5. Specify the Username & Password to provide to the Portal when adopting this appliance.

6. Click Begin Adoption .

Note | These settings can also be configured during the Nework Setup Wizard.

System Date & Time Configuration

Auto Configuration using NTP Servers
To configure NTP:

1. Using the WebUI, navigate to:Local Configuration > System Date & Time
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2. Select the required System Timezone
3. Define your NTP servers using theNTP Serversfields.

4. Click Set Timezone & NTP.

Manual Configuration
To manually set the date & time:

1. Set the data & time using theDate & time fields.
2. Click Set Date & Time.
When using a clustered pair (i.e. Primary & Secondg) date and time changes on the Primary

Note will not be automatically replicated to the Secondary, therefore the date and time on the
Secondary must also be set manually.

Appliance Internet Access via Proxy
The appliance supports the ability to access the Irternet via a proxy server.

To set the Proxy ServerOs IP address & Port:

1. Using the WebUI, navigate to:Local Configuration > Physical Advanced Configuration
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2. Enter the proxyOs IP address in theroxy Serverfield.
3. Enter the proxyOs port in théort field.
4. Enter aUsername & Password if the proxy requires credentials.

5. Click Update.

Note | For a clustered pair, this setting must also be mamally configured on the Secondary.

SMTP Relay Configuration

The appliance can be configured with an SMTP smarhost to receive all mail messages generated by theload
balancer. If this field is not configured the address will be auto-configured based on an MX lookup ofthe
destination email address thatOs configured unde€luster Configuration > Layer 4 - Advanced Configuation.

To configure a smart host:

1. Using the WebUI, navigate to:Local Configuration > Physical Advanced Configuration

2. Scroll down to the SMTP Relay section.

3. Enter an appropriate IP address or hostname in theSmart Host field.

4. Click Update.

Note | For a clustered pair, this setting must also be mamially configured on the Secondary.

Syslog Server Configuration

The appliance supports the ability to write all logs either locally, to an external Syslog Server or loth. The Syslog
server may be specified by IP address or hostname.

To configure a Syslog server:
1. Using the WebUI, navigate to:Local Configuration > Physical Advanced Configuration

2. Scroll down to the Logging section.
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3. Enter the required Rate Limit Internal the default is 5 seconds.
4. Enter the required Rate Limit Burst Limit the default is 200 messages.
5. Define whether logs should be written to Local Files, a Remote Syslog Serveror Both.

6. If Remote Syslog Serveror Both is selected, the following options also apply:

Option Description

Remote Syslog Server IP The server may be specified by IP address or hostnane. If you use a
hostname, make sure DNS is correctly configured onthe load balancer.

Remote Syslog Server Port | Specify the Remote Syslog Server port.

Remote Syslog Server Select the communications protocol, either TCP or IDP. NOTE: If the load
Protocol balancer has been configured to keep detailed logs of multiple services, and
your syslog server is heavily loaded, we recommendthat UDP is used and
this is the default.

Remote Syslog Server Specify a Remote Syslog Server template (string fanat).
Template

7. Click Update

For a clustered pair, this setting must also be mamally configured on the Secondary

Note .
appliance.
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SNMP Configuration
The appliance supports SNMP v1, v2 and v3.

To Configure SNMP:

1. Using the WebUI, navigate to:Local Configuration > SNMP Configuration

N

. Using the checkboxes in the Protocol Versions section, enable the required SNMP version(s).

3. Enter a suitable SNMP locationand SNMP contact

N

. For SNMP v1 & v2:

Enter a suitable SNMP v1/v2 community string

[62

. For SNMP v3:

Enter a suitable USM Username USM Authorization Algorithm, USM Authorization Passphrase USM
Privacy Algorithm and USM Privacy Passphrase

(o2}

. Click Update.

~

. Restart SNMPD using theRestart SNMPDbutton at the top of the screen.
Note | For a clustered pair, this setting must also be mamally configured on the Secondary appliance.

More information about the various OIDs and associged MIBs for the appliance please refer to

Note
SNMP Reporting
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Installing the License Key
The appliance can be used completely unrestricted for 30 days without installing a license key. After30 days, the
appliance continues to work but itOs no longer posible to make changes to the configuration.

if you are conducting a PoC (Proof of Concept) usig the VA and require more time to complete
Note your evaluation, please contactsales@loadbalancer.orgwho will be able to provide guidance on
how to extend the trial.

When first powered up the following message is disgayed for a VA:

The following message is displayed for a hardware gpliance:

To install the license key:

1. Using the WebUI, navigate to:Local Configuration > License Key

2. Click Choose File then browse to and select the license file provided when the appliance was purchased.

3. Click Install License Key.

Note | Once the license is applied, these warning messageswill no longer be displayed.

Running OS Level Commands
The appliance supports the ability to run OS levelcommands directly from the WebUI.
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To run an OS level command:

1. Using the WebUI, navigate to:Local Configuration > Execute Shell Command

2. Enter the relevant command in the field.
3. Click Execute Shell Command.

4. The results of the command as well as any errors wi be displayed at the top of the screen.

Commands that run continuously when executed shouldbe run with a specific count to ensure
that they will terminate gracefully and the resultscan be displayed in the WebUI.

Note For example with ping use:

ping -c 4 192.168.100.254

The "Execute Shell Command" menu option is disabledby default. This can be enabled using the
Note WebUI option: Local Configuration > Security.Set Appliance Security Mode to Custom then click
Update.

Restoring ManufacturerOs Settings

The load balancerOs settings can be reset to factgrdefault values in two ways. In both cases this wi remove all
custom configuration from the load balancer. All VPs, RIPs and other settings will be removed and thdP address
configured for ethO will be set to 192.168.2.21/24.

Using the WebUI
To restore settings:

1. Using the WebUI, navigate to:Maintenance > Backup & Restore > Restore Tab

2. Click Restore ManufacturerOs Defaults

Once restored, restart the appliance to complete the process.

Using the Console / SSH Session
Run the following command:

|brestore

Once restored, restart the appliance to complete the process.
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'root’ user console and SSH password access are diabled by default. These options can be
Note enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

Restarting & Reloading Services

The various services running on the appliance can e manually reloaded or restarted if required. Thisis normally
only required for HAProxy, Pound, STunnel and Heatheat when configuration changes are made.

To restart / reload services:

1. Using the WebUI, navigate to:Maintenance > Restart Services

2. Click the relevant restart or reload button.

3. Click OK to proceed.
The Following restart & reload options are availabé:

Restart Ldirectord
Restarting Ldirectord will result in a loss of laye& 4 services during the restart.

Reload Ldirectord
Reloading Ldirectord may result in a loss of layerd services during the reload.

Restart HAProxy
Restarting HAProxy will result in a loss of layer &ervices during restart. It will cause any persisénce tables to be

dropped and all connections to be closed.

Reload HAProxy

Reloading HAProxy will reload the configuration. Ifyou are using stick tables for persistence the enties will be
copied between processes. HAProxy will start a newprocess (leaving the old one) with the new configumation. New
connections will be passed onto this process, the dd process will maintain existing connections and eventually
terminate when there are no more connections accessng it.

Note If you have long lasting TCP connections it can tak quite some time for this old process to
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terminate, leaving those users running the old confguration. If this is taking too long - See Restart
HAProxy.

Clear HAProxy Stick Table
If you are using stick table persistence, this willclear the entries for all tables. Clients may be drected to a different
server upon re-connection.

Restart Pound
Restarting Pound will result in a loss of SSL ternmation services during the restart.

Restart STunnel
Restarting STunnel will result in a loss of SSL tenination services during the restart.

Reload STunnel
Restarting STunnel may result in a loss of SSL termation services during the reload.

Restart Heartbeat
Restarting heartbeat will cause a temporary loss ofall layer 4, layer 7 and SSL services.

Reload Heartbeat
Reloading heartbeat may cause a temporary loss of # layer 4, layer 7 and SSL services.

Restart Firewall
All firewall rules will be removed, then reloaded from the current configuration. This may result in atemporary loss
of service.

Restart Syslogd
Restart Syslogd to load in any changes made to theconfiguration file.

Restart Collectd
This will not clear the previously collected data.Note that collectd will not start if graphing of all services is
disabled.

Restart SNMPD
Restart the SNMP service on the local system.

Reload Apache

Reload Apache performs a graceful restart which cases the parent process to advise the children to ext after their
current request (or immediately if theyOre not seimg anything). The parent then reloads itOs configation and log
files. As each child dies off the parent replaces  with a child with the updated configuration, which begins serving
new requests immediately.

Restart WAF
Restarting the WAF will drop all current connectiors are re-read the config.

Reload WAF
Reload the WAF and re-read the config.

Restart GSLB
Restart GSLB services to make live any changes to@nfiguration. This will impact live services.
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Reload GSLB
Reload GSLB services to make live any changes to cofiguration. This should not impact live services.

Restart Gateway
Restart the Portal Management Gateway Service.

Appliance Restart & Shutdown

The appliance can be restarted or shutdown using the WebUI.
To restart or shutdown the appliance:

1. Using the WebUI, navigate to:Maintenance > System Control

2. Select the required option:
Restart Load Balancer - Shutdown and restart the appliance

Halt Load Balancer - Shutdown and halt the appliance

Appliance Software Update

We recommend that the appliance is kept up to dateto ensure that you benefit from the latest bug fixes, security
updates and feature improvements. Both online and dfline updates are supported.

Services may need to be restarted/reloaded after the update process completes or in some

Note cases a full appliance restart may be required. Wetherefore recommend performing the update
during a maintenance window.

Determining the Current Software Version
The software version is displayed at the bottom ofthe WebUI as shown in the example below:
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Creating a Backup

We recommend that you create a backup before runnirg the update. This can be done using the WebUI opton:
Maintenance > Backup & Restore > Backup For more information on all backup and restore features, please refer
to Backup & Restore and Disaster Recovery

Online Update

Auto-Check for Updates

The appliance periodically contacts the Loadbalance.org update server (update.loadbalancer.org) and checks for
updates. This is the default behavior and can be dsabled if preferred. If an update is found, a messae will be
displayed at the top of the screen as shown in thefollowing example:

To start the update process clickOnline Update.

Configuring Online Update
1. Using the WebUI, navigate to:Local Configuration > Physical - Advanced Configurdion.

2. Scroll down to the Online Updates section.

3. Configure the required settings.

4. Click Update.

Manual Check for Updates
If auto-check for updates is disabled, the update dheck must be initiated manually.

To initiate a manual online update check:

1. Using the WebUI, navigate to:Maintenance > Software Update.
2. Select Online Update.

3. If the latest version is already installed, a messge similar to the following will be displayed:

4. If an update is available, youOll be presented with list of new features, improvements, bug fixes aml security
related updates.

5. Click Online Update to start the update process.
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Note | Do not navigate away whilst the update is ongoing,this may cause the update to fail.

6. Once complete (the update can take several minutesdepending on download speed and upgrade version)
the following message will be displayed:

7. If services need to be reloaded/restarted or the appliance needs a full restart, youOll be prompted amrdingly.

Offline Update
If the load balancer does not have access to the Ihernet, offline update can be used.

Please contactsupport@loadbalancer.orgto check if an update is available and obtain thelatest

Note . )
offline update files.

To perform an offline update:

1. Using the WebUI, navigate to:Maintenance > Software Update.
2. Select Offline Update.

3. The following screen will be displayed:

4, Select the Archive and Checksum files.

5. Click Upload and Install.

Updating a Clustered Pair

Note Since services may need to be restarted during theupdate process, we recommend performing
the update during a maintenance window.
To update a Clustered Pair:

1. Perform the update on the Secondary (passive) apphnce first.

2. Restart/reload services or reboot the appliance asdirected.
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3. Failover to the Secondary so this is now the activeappliance.
4. Now update the Primary appliance in the same way.
5. Restart/reload services or reboot the appliance asdirected.
For a clustered pair, we recommend fully testing &validating the Primary/Secondary failover

Note process before going live. For more information, pkease refer to Testing & Verifying
Primary/Secondary Replication & Failover

Appliance Security Features

The appliance includes a number of security relatedfeatures that can be used to help ensure the applance is
secure.

Security Mode
To control how the appliance is accessed and whichfeatures are enabled, 3 security modes are provided

+ Secure - (default) - in this mode:

the WebUI is accessible on HTTPS porB443. If you attempt to access the WebUI on HTTP por6080
you will be redirected to HTTPS port9443

access to the Local Configuration > Execute shell Commandmenu option is disabled

- the ability to edit the firewall script & the lockdown wizard is disabled

- 'root' user console & SSH password access are disated

+ Custom - in this mode the following check-box options can be configured to suit your requirements:

Disable Console Access- prevent 'root' access via the console
Disable SSH Password Access- prevent ‘root' access via SSH
Web User Interface via HTTPS only- control whether the WebUI is only accessible onHTTPS port9443
only or via both HTTPS port9443 and HTTP port9080

Note When Custom is selected access to the Local Configuration > Execute shell Command
menu option is automatically enabled.
+ Secure - Permanent - this mode is the same asSecure but the change isirreversible

Only set the security mode to Secure - Permanentif you are 100% sure this is what you

Important
want!

To configure the Appliance Security Mode & related options:

1. Using the WebUI, navigate to:Local Configuration > Security.
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2. Select the required Appliance Security Mode.

If Custom is selected, configure the additional options to suit your requirements.

E

Specify the HTTPS port for the WebUI, the defaults 9443.

5. Select the required SSL certificate for the WebUI Certificates can be created/uploaded using the WebU menu
option: Cluster Configuration > SSL Certificate If no certificates are available, the applianceQdefault self-
signed certificate will be used.

6. Specify the required cipher, the default is:

ECDHE-ECDSA-AES256-GCM-SHA384:ECDHE-ECDSA-AES128-GCM-SHA256:DHE-RSA-AES256-GCM-SHA384:DHE-
RSA-AES128-GCM-SHA256:ECDHE-RSA-AES256-GCM-SHA384:ECDHE-RSA-AES128-GCM-SHA256

Users & Passwords

Linux 'root' User Account

One of the great advantages of the Loadbalancer.orgappliance is that you have full root access. Thisunlocks the
full benefit of the underlying Linux OS. Other vendrs tend to lock this down and only provide limited access to
certain features and tools.

As mentioned in the section above 'root' user consde and SSH password access are disabled by
default. These options can be enabled using the WeldJI option: Local Configuration > Security.
YouOll need to SeAppliance Security Mode to Custom, enable the required option(s) and click
Update.

Note

The root password can be changed at the console, orvia an SSH session using the following command:

# passwd
For the AWS and Azure cloud products itOs not podsie to directly login as root. If root access is
required, once youOve logged into the console/SSHession using the credentials defined during
Note instance deployment, run the following command:

$ sudo su

WebUI User Accounts

By default the appliance includes four predefined WebUI user accounts. The default usernames, password, group
membership and their primary use are:
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Username Default Password | Default Group Description (please also refer to the group table below)
configuser configuser config appliance administration account
loadbalancer (configured config (*) appliance administration account

during the

Network Setup

Wizard)
reportuser reportuser report viewing the appliance configuration, reports & logs
maintuser maintuser maint same as reportuser plus can also take servers on/df line

& create the support download archive file

(*) 1tOs not possible to change the default groupf the 'loadbalancer' user account.

These are Apache .htaccess style accounts and are ot related to the local Linux OS level
accounts.

Note

The permissions for each group are shown below:

Menu/Permissions
Group | System  |Local Cluster Maintenance |View Reports | Logs Support
Overview |configuration |Configuration Configuration
config | Full Full Full Full View Full View Full
report | View None None None View Full View View
maint | Full None None None View Full View Full

ItOs also possible to define users who will be autimticated by an external LDAP/ADAuth system as destbed in the
Adding New Users section below.

Modifying User Passwords
To modify a userOs password:

1. Using the WebUI, navigate to:Maintenance > Passwords
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2. Click the Modify button next to the relevant user.

3. Now change the password for the selected user:

Note Passwords cannot contain the double quotation mark( " ).
4. Click Edit User.
Adding New Users
To add new users:

1. Using the WebUI, navigate to:Maintenance > Passwords

2. Use the following section:
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3. Enter the required Username.

4. If the user will be authenticated by an external LDAP/ADAuth or RADIUS system, enable (check) the
LDAP/ADAuth Usercheckbox.

For more information on external authentication please refer to the External Authentication
section below.

Note
5. For locally authenticated users, enter the requiredPassword.

Note | Passwords cannot contain the double quotation mark(").

6. Select the required Group for the new user.

7. Click Add New User.
Resetting forgotten Passwords

ItOs possible to reset passwords via the commandié if required. To do this youOll need to login asoot to the
console/SSH session. Thehtpasswd command can then be used as shown below:

htpasswd -b /etc/loadbalancer.org/passwords loadbalancer <new password>

'root' user console and SSH password access are diabled by default. These options can be
Note enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

External Authentication

The appliance supports the following external authentication methods:
- LDAP
- LDAPS
+ Active Directory

- Radius
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Once a user is configured to use external authentiation, they simply enter their credentials for thatsystem to
access the appliance. ItOs important to remember #i the username defined in the Add New User screen must be

the exact same username defined in the external auhentication system.

To demonstrate this feature, an Active Directory example is presented below, the steps required to configure
against other external authentication systems are smilar.

Configuring External AD Authentication

To configure external authentication, either at the console or using an SSH session, login as root andun the

following command:

Ibauthconfig

‘root' user console and SSH password access are diabled by default. These options can be
Note enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

Note Do not run Ibauthconfig from the WebUI.

The following will be displayed:

>> To configure Active Directory, enter4 and hit <ENTER>

Step 2. Enter the hostname/address and port of theauthentication server.
Hostname/address: 192.168.112.1
Port [1-65535 (3269)]:

>> Enter the hostname or IP address & port (defaulis 3269) of your domain controller, e.9.192.168.112.and hit
<ENTER>

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual



Step 3. Enter the LDAP Base Search string.

In the case of AD at a minimum this is your domaimame so for "DOMAIN.LOCAL" you would use
DC=DOMAIN,DC=LOCAL.

Search Base: DC=Ibtestdom,DC=com

>> Enter the LDAP search base string for your domai, e.g. DC=Ibtestdom,DC=comand hit <ENTER>

Step 4. Enter the LDAP attribute to authenticate aginst.

Attrib [userPrincipalName]:

In the case of AD this will be "userPrincipalName'or "samAccountName" while OpenLDAP will typically e "uid".

>> Enter the LDAP attribute to authenticate against{default is UserPrincipalName) and hit <ENTER>

Step 5. Enter the credentials for a user who can bowse the directory.
Username: Ibuser
Password:

>> Enter the credentials for a user who can browseAD, e.g.lbuser and hit <ENTER>

Step 6. Please add your first user.

This user will be added as a "config" user with ful access to the WUI.
Please add additional users via the WUI after thisetup process.
Username: tom@Ibtestdom.com

Password:

>> Enter the username & password of the first AD athenticated user, e.g.tom@Ibtestdom.com and hit <ENTER>

The new user will be added as shown below:

Test authentication succeeded.

Creating backup of /var/www/html/Ibadmin/.htaccess at /etc/loadbalancer.org/bkup/.htaccess-2019-12-
12T15:25:58.621399

Creating backup of /etc/loadbalancer.org/groups at /etc/loadbalancer.org/bkup/groups-2019-12-
12T15:25:58.621399

Creating backup of /etc/loadbalancer.org/passwords at /etc/loadbalancer.org/bkup/passwords-2019-12-
12T715:25:58.621399

Writing new /var/www/html/Ibadmin/.htaccess File.

Writing new /etc/loadbalancer.org/groups File.

Adding tom@lIbtestdom.com to /etc/loadbalancer.org/goups File.

Adding password for user tom@Ibtestdom.com

Finished.
[root@Ibmaster ~J#

The new user will be added to the appliance and canbe viewed using the WebUI menu option: Maintenance >
Passwords. When the user logs in, they must use their AD creentials.

Adding Additional Users
Note Configuring external authentication using groups iscurrently not supported.
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Once the first user has been added, additional uses can be added using the Add New User screen which is
accessible via the WebUI option:Maintenance > Passwordsas shown below:

1. Specify the same username as the AD / RADIUS useitbe added, e.g.tim@Ibtestdom.com.
2. Enable (check) theLDAP/ADAuth Usercheckbox.

3. Select the required security Group.

4. Click Add New User.

User tim@Ibtestdom.com will now be able to login to the appliance with report user access rights using his AD
credentials.

Firewall Configuration

Whilst the load balancer is capable of supporting @mplex firewall rules, we do not recommend
Note using the load balancer as your main bastion hostWe recommend that the load balancer is
deployed behind your external firewall.

If you want to configure firewall rules, here are ®me points to consider:

- All Virtual Service connections are dealt with on tie INPUT chain not the FORWARD chain
+ The WebUI runs on HTTP port 9080 (disabled by defalt) and HTTPS port 9443
 SSH on the load balancer listens on the standard pat (22)

+ SNAT & DNAT is handled automatically for all layed NAT mode (LVS) and layer 7 (HAProxy) based
Virtual/Real load balanced services

 You can use the standard Linux filters against spoding attacks and syn floods
 LVS has built in DOS attack filters that can be imemented

Note Plenty of extra information is available on the Inérnet relating to Linux Netfilter and LVS, if you
need any assistance please contactsupport@loadbalancer.org

Manual Firewall Configuration

The firewall can be configured manually using the WebUI based script editor. This enables iptables rués and any

other required commands to be easily defined. The brm allows you to directly edit /etc/rc.d/rc.firewall.

Custom rules can be configured, or for belt & braces security your external firewall settings can be eplicated on to

the load balancer for multi-layer security.
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If youOre planning to use NAT mode you may want tose the load balancer as your main firewall but we
recommend that it is better and simpler to keep your firewall separate from the load balancer, especidly if you
want to set up VPNSs etc. You can also use the firewall script to group ports together using Firewall Marks. For more
information please refer to Firewall Marks

To configure custom firewall rules:

1. Using the WebUI, navigate to:Maintenance > Firewall Script

2. The following screen will be displayed:

3. Define additional rules anywhere in the script abowe the last two lines:

echo "Firewall Activated"

exit 0;

4. Click Update.

Note

Note

For a clustered pair, firewall script changes mustalso be manually configured on the
Secondary.

Be careful !! Make a backup before changing this scipt so that you know you can roll
everything back if you cause a problem. A backup can be created using the WebUIl menu
option: Maintenance > Backup & Restore > Make Local FirewdlScript Backup.

Firewall Lock-down Wizard
The firewall lock down wizard can be used to automdically configure the load balancer to allow accessto the
various admin ports from one specific IP address orsubnet. The wizard automatically detects the IP adress of the
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client running the WebUI and inserts this into theAdmin IP field. The default mask is set to 255.255255.0 which
can be changed as required.

The firewall lockdown wizard uses two files:

- rc.lockdownwizard - this file contains the script that can be change.

+ rc.lockdownwizard.conf - this file contains a set of variable definitionsand is written automatically when
Update firewall lock down is clicked. The file depends on the rc.lockdownwizard script and the load
balancerOs configuration. This file should not betmnged manually.

When run, rc.lockdownwizard loads the settings fromthe definitions file rc.lockdownwizard.conf and uses them to
generate the firewall rules. You can modify rc.locldownwizard via ssh or from the WebUI using theModify the
firewall lock down wizard script button.

'root' user console and SSH password access are diabled by default. These options can be
Note enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

The default script does not depend on the configured Virtual Services or Real Servers, so the wizard des not need
to be re-run when services are changed. However, itdoes depend on the IP addresses of the Primary and
Secondary, and the admin related ports used by theWebUI, heartbeat, and HAProxy. If those settings a changed,
the firewall lockdown wizard will need to be re-run in order to reflect the changes. Re-running the frewall lockdown
wizard will adapt the rc.lockdownwizard.conf definitions file automatically - any changes made to thescript
rc.lockdownwizard will remain when you re-run the frewall lockdown wizard.

To run the lock-down wizard:
If you plan to configure an HA pair, either run thelockdown script on each appliance after the pair
Note has been configured, or if it has already been run,temporarily disable the script (on both

appliances) whilst performing the pairing process.

1. Using the WebUI, navigate to:Maintenance > Firewall Lock Down Wizard

2. The following screen will be displayed:

3. Define your administration subnet/host in the Administration subnet field.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 74



Make sure that the subnet mask is correct - by default a /24 mask is used. To lock down

Note .
access to a single host use <IP address>/32, e.g.92.168.2.1/32.

4. Click Update firewall lock down .
To disable the lock-down script:

1. To disable the lock-down script uncheck the Enable lock down script checkbox and click the Update Firewall
lock down button.

If you accidentally block your own access to the ampliance you will need to clear the current
Note firewall rules and try again. to clear the firewalltables completely use the following
command at the console: /etc/rc.d/rc.flush-iptables

Conntrack Table Size

By default the connection tracking table size is sd to 524288 and is fine in most cases. For high trdfic deployment
using NAT mode, or when using connection tracking n the firewall script, this value may need to be ircreased. If
the connection tracking table fills up, the following error will be reported in the log:

nf_conntrack: table full, dropping packet

To modify this setting:

1. Using the WebUI, navigate to:Local Configuration > Physical - Advanced Configurdion.
2. Scroll down to the Firewall section.
3. Set Connection Tracking table size to the required value.

4. Click Update.

Note | For a clustered pair, this setting must also be mamally configured on the Secondary.

Appliance Security Lockdown Script

To ensure that the appliance is secure itOs recomnmeled that a number of steps should be carried out. These steps
have been incorporated into a lockdown script which can be run at the console (recommended) or via anSSH
session. When run on the Primary of a correctly cofigured clustered HA pair, both applianceOs will bepdated. The
script locks down the following:

+ the password for the 'loadbalancer’ WebUI account
+ the password for the Linux 'root' account

+ from which subnet/host WebUI and SSH access is perntted

It also regenerates the SSH keys that are used to scure communicating between the Primary and Seconday
appliance. To start the script, at the console or va an SSH terminal session run the following commaad:

Ibsecure

Note ‘root' user console and SSH password access are diabled by default. These options can be
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enabled using the WebUI menu option:Local Configuration > Security. YouOll need to Set
Appliance Security Mode to Custom, configure the required option(s) and clickUpdate.

The following image illustrates how the script works for a single appliance:

Once the script has finished, the ‘Security enhancement complete " message is displayed as shown above.

Note

If Ibsecure is run on the Primary of a correctly cafigured HA pair, the passwords, firewall rules
and SSH keys will also be updated on the Secondaryappliance.

You should run Ibsecure after configuring the HA pair to ensure the correct HA related ports are
configured in the firewall rules. To reverse the adion of Ibsecure, the commandibinsecure can

be used.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual

76



For a clustered pair, runlbinsecure on both Primary and Secondary to completely rever® the
configuration applied by running Ibsecure.

SSH Keys
This menu option enables SSH keys to be managed.

Since SSH keys are managed by the appliance and undr normal circumstances do not require

Note . . . . .
user intervention, this menu option will not normaly be used.

To view/manage SSH keys:

1. Using the WebUI, navigate to:Local Configuration > SSH Keys

The first tab (SSH Keys) enables the following key$o be viewed & managed:

Host Keys - the host identification key(s) of the local host
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User Keys - the public key(s) of the user presented to remoe hosts

- The second tab (SSH Authentication) enables the fdbwing keys to be viewed & managed:

Host Keys (known_hosts) - the known key(s) of hosts that have been previosly connected to or
have been preconfigured. In an HA pair you you willsee the peer appliance keys.

User Keys (authorized_keys) - the public key(s) of remote hosts that can logm as the specified user.
In an HA pair you you will see the peer appliance leys.

Appliance Configuration Files & Locations
The various configuration files used by the appliarce are listed in the table below:

Configuration File & Location
Network /etc/sysconfig/network-scripts/ifcfg-eth*
Firewall fetc/rc.d/rc.firewall

Firewall Lockdown W

izard /etc/rc.d/rc.lockdownwizard.conf

System XML File

/etc/loadbalancer.org/lb_config.xml

Layer 4

/etc/ha.d/conf/loadbalancer.cf

Layer 7

/etc/haproxy/haproxy.cfg

Layer 7 (manual)

/etc/haproxy/haproxy _manual.cfg

Pound SSL /etc/pound/pound.cfg
STunnel SSL /etc/stunnel/stunnel.conf
SSL Certificates /etc/loadbalancer.org/certs
Heartbeat /etc/ha.d/ha.cf

Heartbeat Resources

/etc/ha.d/haresources

GSLB /opt/polaris/etc/polaris-Ib.yaml

GSLB Topology /opt/polaris/etc/polaris-topology.yaml
WAF /etc/httpd/waf.conf.d/90-wafs.conf
SNMP /etc/snmp/snmpd.conf
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Chapter 6 - Configuring Load Balanced Services

Introduction

As discussedhere, a fundamental choice when setting up load balanced services, is whether to configure the
services at layer 4 or at Layer 7.

Layer 4 Services

The Basics

Layer 4 services are based on LVSkinux Virtual Server). LVS implements transport layer load balancing ieide the
Linux kernel. It is used to direct requests for TCPUDP based services to the Real Servers, and makeservices on
the Real Servers appear as a Virtual Service on aiagle IP address.

With the exception of Layer 4 SNAT mode, Layer 4 sevices are transparent by default, i.e. the sourcelP address is
maintained through the load balancer.

Layer 4 persistence is based on source IP address lg default. The time out value is in seconds and eab time the
client makes a connection the timer is reset, so een a 5 minute persistence setting could last for haurs if the client
is active and regularly refreshes their connection.

When a VIP is added the load balancer automaticallyadds a corresponding floating IP address which isactivated
instantly. CheckView Configuration > Network Configuration to ensure that the floating IP address has been
activated correctly. They will show up as secondaryaddresses/aliases.

Multiple ports can be defined per VIP, for example80 & 443. In this case persistence is useful to ensire that clients
hit the same backend server for both HTTP & HTTPSraffic and also to prevent the client having to reregotiate the
SSL connection.

1tOs not possible to configure a VIP on the same I&ldress as any of the network interfaces. This
Note ensures services can 'float' (move) between Primaryand Secondary appliances when using an
HA Pair.

Creating Layer 4 Virtual Services

Virtual services (VIPs) can be configured either bycreating a new VIP and configuring all required setings, or by
using the duplicate VIP feature.

Each Virtual Service can have an unlimited number 6Real Servers. Typically youOll need one Virtuak8rice for

each distinct cluster (group of load balanced servas). For example, youOd create a VIP for a web ches, another for
an FTP cluster and a third for a SIP cluster. Mufile ports can also be specified for each VIP.

Defining a New Layer 4 VIP
To add a new layer 4 VIP:

1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Virtual Services

2. Click Add a new Virtual Service.
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3. Enter an appropriate Label (name) for the new Virtual Service.
4. Enter the required IP address in theVirtual Service IP addressfield.
5. Enter the required port(s) in theVirtual Service Portsfield, separate multiple ports with commas, specif a

range with a hyphen and specify all ports using anasterisk (*).

Several ports are used by the appliance and therefae cannot be used for Virtual Services.

Note . :
For full details please refer toPorts Used by the Appliance

6. Select the required Protocol:
- TCP- Transmission Control Protocol is the default andmost common option
UDP - User Datagram Protocol - used for DNS, SIP, etc.
TCP/UDP -enable both TCP and UDP on the port(s) specified
One Packet Scheduling - used for UDP SIP connections
- Firewall Marks - For use when traffic has been tagged in the firavall script using the MARK target
7. Select the required Forwarding Method:

- Direct Routing (DR)- This is the default mode for new Layer 4 VIPs. @ use this mode, the ARP Problem
must be solved on each Real Server. For more inforration on DR mode, please refer toLayer 4 DR Mode

- NAT - With this mode, the Real ServerOs default gatewanust be changed to be the load balancer.
Because the load balancer also handles the return taffic, NAT mode is slower than DR mode. For more
information on NAT mode please refer toLayer 4 NAT Mode

- Tunneling - This is for WAN links (Tunneling). Tunneling hasomewhat limited use as it requires an IP
tunnel between the load balancer and the Real Serve as the VIP is the target address many routers wil
drop the packet assuming that it has been spoofed.However, it is useful for private networks with Red
Servers on multiple subnets.

SNAT - The mode requires no Real Server changes but isiot as fast as DR mode. Also itOs non
transparent and therefore looses the client source IP information. You should not use the same RIP:POR
combination for layer 7 SNAT mode VIPs and layer ZNAT mode VIPs because the required firewall rules
conflict. For more information on SNAT mode pleaserefer to Layer 4 SNAT Mode
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8. Click Update

9. Now proceed to define the RIPs (Real Servers) as d&ribed here.

Duplicating an Existing Layer 4 VIP
If you have existing Virtual Services, these can beduplicated using the Duplicate Service feature.

This option will copy all Virtual Service settingsalong with all associated Real Servers. After
Note duplicating, youOll need to change either the IP adtess or port. If this is not done, the new VIP wil
clash with the original VIP and will not load. Allother settings can remain the same if required.

To duplicate an existing layer 4 VIP:

1. Click Modify next to the VIP youOd like to duplicate.

2. Click the Duplicate Service button.

3. Click OK at the prompt to confirm you want to duplicate the VIP.

4. The VIP will be duplicated with a new label , all dher settings will be identical.
5. Change the IP Address, Port and any other setting to suit your requirements.

6. Click Update.

Modifying a Layer 4 VIP

When first adding a Virtual Service, only certain gttings can be configured, others are set at theirdefault value to
simplify initial configuration. These values can bechanged after the Virtual Service has been createdby clicking
Modify next to the relevant Virtual Service. Additional ®ttings that can be changed are:

Section Setting Description

Connection Balance Mode Select the required method to distribute new connections. The options are:
Distribution

Method  Weighted Least-Connection - assign more jobs to servers with fewer

jobs, relative to the Real ServerOs weight (the daiilt).

' Weighted Round Robin - assign jobs to Real Servers proportionally to
the Real ServerOs weight. Servers with higher weigh receive new jobs
first and get more jobs than servers with lower weghts. Servers with
equal weights get an equal distribution of new jobs.

+ Destination Hash - assign jobs to servers through looking up a
statically assigned hash table by their destinationlP addresses. This
algorithm is designed for use with web proxies andis supported with
Layer 4 DR mode Virtual Services only.

When using this mode, the web proxy servers must
be configured in transparent mode as the
destination remains set as the page a user
requested. If the web proxy servers are configured
in explicit/routed mode the destination will become
the VIP. If the VIP is configured in either NAT or
SNAT mode, the destination will be altered when the
traffic is DNATOed flowing through the load balance

Note
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Section

Setting

Description

Persistence

Enable

Enable (the default) or disable persistence.

Sticky or persistent connections are required for ome protocols such as
FTP and SIP. It is also kind to clients when usingSL and is sometimes
required with HTTP if your web application cannot keep state between real
servers.

Note If Protocol for the Virtual Service is set to 'One Packet
Scheduling', persistence will be based on SIP CallD.

If your Real Servers cannot keep session state

Note persistence themselves, then you will obtain performance
but not reliability benefits from a load balancer.

Timeout

How long do you want connections to be sticky? Thepersistence time is in
seconds and is reset on every connection. By defaul this is set to 300s (5
mins). Persistence will last for ever if the clientclicks on a link within that
period.

Granularity

Specify the granularity with which clients are groyed for persistent virtual
services. The source address of the request is maskd with this netmask to
direct all clients from a network to the same realserver. The default is
255.255.255.255, that is, the persistence granularity is per client host. Less
specific netmasks may be used to resolve problems wth non-persistent
cache clusters on the client side.

Health Checks

Check Type

Specify the type of health check to be performed on the Real Servers. As
the Check Type drop-down is changed, the related feld list changes. The
options are:

' Negotiate - Scan the page specified inRequest to Send and check
the returned data for the Response Expectedstring.

+ Connect to port - Attempt to make a connection to the specified port.

 Ping Server - Use a simple ICMP ping to perform health checks.

+ External script - Use a custom file for the health check. For more
information please refer to External Health Check Scripts

 No checks, always off - all Real Servers are marked offline.
' No checks, always on - all Real Servers are marked online.

5 Connects, 1 Negotiate - Repeating pattern of 5 Connect checks
followed by 1 Negotiate check.

10 Connects, 1 Negotiate- Repeating pattern of 10 Connect checks
followed by 1 Negotiate check.

For full details of all layer 4 health check optiors, please

Note .
refer to Health Checks for Layer 4 Services
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Section

Setting

Description

Check Port

If you want the check port to be different to the port specified for the VIP,
set it here. For a multi-port VIP, by default the ifst port in the list will be
used as the check port.

Feedback

Feedback
Method

The method the load balancer uses to measure to peformance of the Real
Servers. The options are:

 Agent - A simple telnet to port 3333 on the Real Server.
+ HTTP -A simple HTTP GET to port 3333 on the Real Server.

' None - No feedback (default setting).

The load balancer expects a 0-99 integer response fom the agent, usually
relating to the CPU idle; i.e. a response of 92 woud imply that the Real
ServerOs CPU is 92% idle. The load balancer willeh use the formula
((92/10) * requested_weight) to find the new weight Using this method an
idle Real Server will get 10 times as many new conections as an
overloaded server.

Fallback Server

IP Address

The server to route to if all of the Real Serversm the group fail the health
check. The local Nginx fallback server is configurel for the ports 80 and
9081 (configured to always show the index.html pagg.

When using HAProxy Layer 7 the Nginx server port 80is automatically
disabled. You can also configure the fallback serve to be a 'Hot Spare' if
required.

For example you have one server in the cluster andone fallback they will
act as a Primary/Secondary pair.

Port

Set the fallback server port, for DR mode leave ths blank as it must be the
same as the VIP.

MASQ Fallback

Masquerade fallback. When enabled, this enables thefallback server to be
set as a Layer 7 Virtual Service. This is especiafluseful in WAN/DR site
environments.

Email Alert
Destination
Address

Destination email address for server health check rotifications.

For more information on configuring email alerts, gease

Note o _ . :
refer to Configuring Email Alerts for Virtual Services

If you require a custom gateway for a particular VP, this can be achieved using Policy Based
Note Routing. For more information on using and configumg PBR please refer toPolicy Based Routing
(PBR)

Creating Layer 4 Real Servers (RIPs)

You can add an unlimited number of Real Servers teeach Virtual Service. In DR mode, since port rediretion is not
possible the Real Server port field is not availabé and the port is automatically set to be the sameas the Virtual
Service, whilst for a NAT mode Real Server, itOs gsible to configure the port to be the same or different to the
Virtual ServiceOs port.
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To add a new layer 4 RIP:

1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Real Servers

2. Click Add a new Real Server next to the relevant Virtual Service.

3. Enter an appropriate Label (name) for the new Real Server.
4. Enter the required IP address in theReal Server IP Addressfield.

5. Enter the required port in the Real Server Portfield. This only applies to NAT mode, in DR mode prt
redirection is not possible so by default the portis the same as defined in the VIP.

6. Specify the required Weight, this is an integer specifying the capacity of a ®rver relative to the others in the
pool, valid values are 0 to 65535, the default is DO. The higher the value, the more connections the server will
receive. If the weight is set to 0, the server willeffectively be placed in drain mode.

7. Specify the Minimum Connections, this is an integer specifying the lower connection threshold of a server. The
valid values are 0 through to 65535. The default is 0, which means the lower connection threshold is ot set.

8. If Minimum Connections is set with other values, tle server will receive new connections when the number of
its connections drops below its lower connection threshold. If Minimum Connections is not set but Maxinum
Connections is set, the server will receive new comections when the number of its connections drops below
three fourths of its upper connection threshold.

9. Specify the Maximum Connections, this is an integer specifying the upper connection threshold of a server.
The valid values of Maximum Connections are 0 throgh to 65535. The default is 0, which means the upper
connection threshold is not set.

DR Mode Considerations

The ARP Problem

DR mode works by changing the MAC address of the ithound packets to match the Real Server selected bythe
load balancing algorithm. To enable DR mode to opeate:

1. Each Real Server must be configured to accept packés destined for both the VIP addressand the Real
ServerOs IP address (RIP). This is because in DRdathe destination address of load balanced packetsis the
VIP address, whilst for other traffic such as heah checks, administration traffic etc. itOs the Re&8erverOs own
IP address (the RIP). The service/process (e.g. J&ust also respond to both addresses.

2. Each Real Server must be configured so that it doesiot respond to ARP requests for the VIP address only
the load balancer should do this.
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Configuring the Real Servers in this way is referrd to as 'Solving the ARP Problem'. The steps required depend on
the OS used as detailed in the following sections.

Detecting the ARP Problem

Attempt to connect to the VIP and then useReports > Layer 4 Current Connectionsto check whether the
connection state is SYN_RECV as shown below.

If it is, this is normally a good indication that he ARP Problem has not been correctly solved.

Solving the ARP Problem for Linux

There are two different approaches on how to configure a Linux server for correct operation when DR male load
balancing is in use:

- Modifying the serverOs ARP behaviour and adding theelevant VIP addresses to the loopback interface

+ Using NAT to convince the server to accept and repl to packets addressed to the relevant VIP addresses

Four independent methods are described below along with instructions. Each method follows one of the tvo
approaches above. The specific method chosen will cepend on technical requirements, the Linux distribution in
use, and personal preferences.

The first method involves setting kernel parametersto alter the serverOs ARP behaviour and adding d@idresses to
the loopback interface. This method should be universally applicable to any Linux servermaking this the preferred
method.

If setting kernel parameters and adding IP addresse is not possible for some reason, the remaining tmee methods
describe setting up a server for DR mode operationby using NAT via theredirect target/statement. The specific
instructions depend on the packet filtering framework and tooling in use, which varies between Linux dstributions.
Methods are presented for iptables, nftables, and te firewall-cmd tool.

Method 1: ARP Behaviour and Loopback Interface Chages
This is the preferred method as it should be appli@ble to any Linux server and doesnOt require any atitional
packet filtering or NAT considerations.

Each real server needs the loopback interface to beconfigured with the virtual IP addresses (VIPs) ofhe relevant
load balanced services. This is often just a singleVIP address, but the logic described below can beextended to
cover multiple VIPs on a server. Having the VIPs orthe loopback interface allows the server to acceptinbound
load balanced packets that are addressed to a VIP.
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The server must not respond to ARP requests for the VIP addresses. Theerver also must not use ARP to
announce the fact that it owns the VIP addresses. Tis is necessary to prevent IP address conflicts, a all of the real
servers and the load balancer will own the VIP addresses. Onlythe load balancer should announce ownership of

the VIPs.

To configure the behaviour described above, follow all of the steps below on each real server.

Step 1 of 4: Re-configuring ARP behaviour
This step is only applicable if IPv4-based virtual services are in use.

Add the following lines to the file /etc/sysctl.conf (create this file if it does not already exist):

net.ipv4.conf.all.arp_ignore=1
net.ipv4.conf.ethO.arp_ignore=1
net.ipv4.conf.ethl.arp_ignore=1
net.ipv4.conf.all.arp_announce=2
net.ipv4.conf.ethO.arp_announce=2
net.ipv4.conf.ethl.arp_announce=2

Adjust the commands shown above to suit the server®network configuration, e.g. a different number of network
interfaces or a different interface naming convention.

Note

For reference, the effect of these kernel parameterchanges on the server is as follows:

- arp_ignore=1 : This configures the server to only reply to an AR request if the requestOs

target IP address is local to the incoming interfae. This can never be true for VIP addresses
on the loopback interface, as the loopback interface can never be an incoming interface for
ARP requests from other devices. Hence, ARP requestfor VIP addresses are always
ignored.

arp_announce=2 : This prevents the server from sending an ARP reqgast out of an

interface A where the ARP requestOs sender/source address igated to be an IP address
that is local to some other interface B. For example, this prevents the server from sendiig an
ARP requestfrom a VIP address (which is local to the loopback inteface) out of ethO , which
would announce that the server owns the VIP address

Step 2 of 4: Re-configuring duplicate address detedion (DAD) behaviour

This step is only applicable if IPv6-based virtual services are in use.

Add the following lines to the file /etc/sysctl.conf (create this file if it does not already exist):

net.ipv6.conf.lo.dad_transmits=0
net.ipv6.conf.lo.accept_dad=0

Note

For reference, the effect of these kernel parameterchanges on the server is as follows:

 dad_transmits=0  : This prevents a given interface from sending outduplicate address

detection probes in order to test the uniqueness of unicast IPv6 addresses. Any IPv6 VIP
addresses will not be unique, so this mechanism is disabled.

+ accept_dad=0 : This prevents a given interface from accepting diplicate address detection

messages. This prevents any IPv6 VIP addresses frorbeing marked as duplicate addresses.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual



Step 3 of 4: Applying the new settings

To apply the new settings, either reboot the real server or execute the following command to immediately apply
the changes:

Isbin/sysctl -p

Steps 1, 2, and 3 can be replaced by instead modifiyng the necessary kernel variables by writing
directly to their corresponding files under /proc/sys/ . Note that changes made in this waywill
not persist across reboots.

Execute the following commands (as root) to implemet these temporary changes (adapting the
number of interfaces and interface names as needed)

Note

echo 1 > /proc/sys/net/ipv4/conf/all/arp_ignore

echo 1 > /proc/sys/net/ipv4/conf/ethO/arp_ignore
echo 1 > /proc/sys/net/ipv4/conf/ethl/arp_ignore
echo 2 > /proc/sys/net/ipv4/conf/all/arp_announce
echo 2 > /proc/sys/net/ipv4/conf/ethO/arp_announce
echo 2 > /proc/sys/net/ipv4/conf/ethl/arp_announce
echo 0 > /proc/sys/net/ipv6/conf/lo/dad_transmits
echo 0 > /proc/sys/net/ipv6/conf/lo/accept_dad

Step 4 of 4: Adding the virtual IP addresses (VIPsp the loopback interface

Each of the VIP addresses must be permanently addedo the loopback interface. VIPs must be added witha
network prefix of /32 for IPv4 addresses or /128 fa IPv6 addresses. The IP addresses can be added usig the usual
configuration files and tools for modifying network interfaces, which vary between different Linux digributions.

As an alternative, the ip command can be used as a universal way to add IP ddresses to any Linux server. Note
that addresses added in this waywill not persist across reboots. To make these addresses permanent, add thep
commands to an appropriate startup script such as/etc/rc.local

Execute the following ip command for each IPv4 VIP:

ip addr add dev lo <IPv4-VIP>/32

Execute the following ip command for each IPv6 VIP:

ip addr add dev lo <IPv6-VIP>/128

To check that the VIPs have been successfully added execute the command:

ip addr Is

To remove an IPv4 VIP from the loopback adapter, egcute the command:

ip addr del dev lo <IPv4-VIP>/32

To remove an IPv6 VIP from the loopback adapter, ercute the command:
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ip addr del dev lo <IPv6-VIP>/128

Method 2: NAT "redirect” via iptables

iptables can be used on each real server to identify incoming packets that are addressed to a virtuallP address
(VIP) and redirect those packets to the server itsé. This is achieved using theREDIRECTtarget in iptables, which
performs the necessary NAT to make this possible. This allows a real server to accept packets addressal to a VIP
without the server owning the VIP.

Execute the following command to put the necessaryiptables rule in place to redirect traffic for a shgle IPv4 VIP
address. Note that iptables rules added in this waywill not persist across reboots. To make such a rule permanent,

either add the rule to an iptables firewall script, if one is provided with the Linux distribution in question, or add the
command to an appropriate startup script such as/etc/rc.local on each real server.

iptables -t nat -A PREROUTING -d <IPv4-VIP> -j REDIRECT

The VIP address should be changed to match the vinial service in question, for example:

iptables -t nat -A PREROUTING -d 10.0.0.21 -j REDIRECT

The example above will redirect any incoming packet destined for 10.0.0.21 (the virtual service) lody, i.e. to the
primary address of the incoming interface on the real server.

If a real server is responsible for servingmultiple VIPs then additional iptables rules should be addel to cover each
VIP.

For an IPv6 VIP address, a command like the followig should be used:

ip6tables -t nat -A PREROUTING -d <IPv6-VIP> -j REDIRECT

The VIP address should be changed to match the vintial service in question, for example:

ip6tables -t nat -A PREROUTING -d 2001:db8::10 -j REDIRECT

Method 2 may not be appropriate when using IP-basedvirtual hosting on a web server. This is
because an iptables REDIRECTrule will redirect incoming packets to the primary address of the
incoming interface on the web server rather than ary of the virtual hosts that are configured.
Where this is an issue, use method 1 instead.

Note

Method 3: NAT "redirect” via nftables
nftables is the modern Linux kernel packet filtering framework. It is supported on all major Linux digributions and
has replaced iptables as the default framework on nost major distributions.

nftables can be used on each real server to identify incoming packets that are addressed to a virtuallP address
(VIP) and redirect those packets to the server itsé. This is achieved using theredirect statement in nftables, which
performs the necessary NAT to make this possible. This allows a real server to accept packets addressal to a VIP
without the server owning the VIP.
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Use a script like the following to put the necessaty nftables structures in place to redirect trafficfor both IPv4 and
IPv6 VIP addresses. To make such a configuration pemanent, either add theinet nat  table to an nftables
firewall script, if one is provided with the Linuxdistribution in question, or configure a script like the following to
execute as a startup script on each real server.

#!/usr/sbin/nft -f

table inet nat {
chain prerouting {
comment "Allow server to accept packets destined for VIP addresses";
type nat hook prerouting priority -100; policy accept;
ip daddr <IPv4-VIP> redirect comment "Description"
ip6 daddr <IPv6-VIP> redirect comment "Description”

=~ TP ITH T [TH [TH T

The VIP addresses and comments should be changed tomatch the virtual services in question, for exampé:

#!/usr/sbin/nft -f

table inet nat {
chain prerouting {
comment "Allow server to accept packets destined for VIP addresses";
type nat hook prerouting priority -100; policy accept;
ip daddr 10.0.0.21 redirect comment "VIP 1: HTTP"
ip6 daddr 2001:db8::10 redirect comment "VIP 2: HTTPS"

= [TH [T [T [TH [TH M

The example above will redirect any incoming packet destined for 10.0.0.21 or 2001:db8::10 (the viral services)
locally, i.e. to the primary address of the incomirg interface (for each IP version) on the real serve

Note that Linux kernels prior to 5.2 may not support performing NAT (which is requiredfor the redirect statement)
in an inet family table. In this scenario, use eitler an ip or an ip6 family table instead, or both ifa mixture of IPv4 and
IPv6 VIPs are in use on the same server. Also not¢hat older kernels may not support the use of comments in
chains.

Note that Linux kernels prior to 4.18 require explicitly registering both prerouting and postrouting chains in order
for the implicit NAT of the redirect statement to be correctly performed in both the inbound and outbound
directions.

A legacy-friendly setup may look like the following:

#!/usr/sbin/nft -f

table ip nat {
chain prerouting {

type nat hook prerouting priority -100; policy accept;

ip daddr 10.0.0.21 counter redirect comment "VIP 1: HTTP"
}

chain postrouting {
type nat hook postrouting priority 100; policy accept;

[TH [T [TH [T

=7 [T TP TP
—

table ip6 nat {
chain prerouting {

type nat hook prerouting priority -100; policy accept;

ip6 daddr 2001:db8::10 counter redirect comment "VIP 2: HTTPS"
}

[TH [T [TH [T

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 89



chain postrouting {
type nat hook postrouting priority 100; policy accept;

=7 [T TP T
—

Method 3 may not be appropriate when using IP-basedvirtual hosting on a web server. This is
because an nftablesredirect statement will redirect incoming packets to the primary address of
the incoming interface on the web server rather than any of the virtual hosts that are configured.
Where this is an issue, use method 1 instead.

Note

Method 4: NAT "redirect” via firewall-cmd

Some recent versions of Linux distributions make ug of firewalld as a high-level firewall configuraton framework.
In this case, while it may actually be iptables peforming the work at a lower level, it may be prefered to implement
the iptables NAT solution described inmethod 2 in firewalld, as opposed to directly manipulatingiptables. This is
achieved by using the firewall-cmd tool provided by firewalld and executing a command like the following on
each real server:

firewall-cmd --permanent --direct --add-rule ipv4 nat PREROUTING 0 -d <IPv4-VIP> -j REDIRECT

The VIP address should be changed to match the vintial service in question, for example:

firewall-cmd --permanent --direct --add-rule ipv4 nat PREROUTING 0 -d 10.0.0.50 -j REDIRECT

To apply the new configuration, reload the firewall rules like so:

firewall-cmd --reload

Configuration applied in this way will be permanentand will persist across reboots.

Method 4 may not be appropriate when using IP-basedvirtual hosting on a web server. This is
because an iptables REDIRECTrule will redirect incoming packets to the primary address of the
incoming interface on the web server rather than ary of the virtual hosts that are configured.
Where this is an issue, use method 1 instead.

Note

Solving the ARP Problem for Solaris

With Solaris the loopback interface does not respord to ARP requests so you just add your VIPs to it:

ifconfig 100:1 plumb
ifconfig 100:1 <VIP> netmask 255.255.255.255 up

1. YouOll need to add this to the startup scripts onlhof your Real Servers.

For Solaris v11 and later, a new command is used:

ipadm create-addr -a <VIP>/32 |00

The configuration survives a reboot so there is noneed to add this command to a startup script, justrun it on each
Real Server.
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Solving the ARP Problem for Mac OS X/BSD
OS X is BSDish, so you need to use BSDish syntax:

ifconfig 100 alias <VIP> netmask 255.255.255.255 -arp up

YouOll need to add this to the startup scripts onlhof your Real Servers.

Note DonOt forget that the service on the Real Serversaeds to listen on both the RIP address and VIP
address as mentioned previously.

Note Failure to correctly configure the Real Servers tohandle the ARP Problemis the most common
mistake in DR mode configurations.

Solving the ARP Problem for Windows Servers

Windows Server 2012 & Later

Windows Server 2012 and later support Direct Routig (DR) mode through the use of the Microsoft Loopbak
Adapter that must installed and configured on eachload balanced (Real) Server. The IP address configed on the
Loopback Adapter must be the same as the Virtual Sevice (VIP) address.

If a Real Server is included in multiple DR mode \Rs, IP addresses for each VIP must be added to

Not
o the Loopback Adapter.

In addition, steps must be taken to set the strongiveak host behavior on each Real Server. This is usé to either
block or allow interfaces to receive packets destined for a different interface on the same server.

Important The following 3 steps must be completed on each Real Server.

Step 1 of 3: Install the Microsoft Loopback Adapter
1. Click Start, then run hdwwiz to start the Hardware Installation Wizard.

2. Once the Wizard has started, clickNext.
3. SelectInstall the hardware that | manually select from a list (Advanced), click Next.

4. Select Network adapters, click Next.
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5. Select Microsoft & Microsoft KM-Test Loopback Adapter, click Next.

6. Click Next to start the installation, when complete click Finish.

Step 2 of 3: Configure the Loopback Adapter
1. Open Control Panel and clickNetwork and Sharing Center.

2. Click Change adapter settings.

3. Right-click the new Loopback Adapter and selectProperties.
Note You can configure IPv4 or IPv6 addresses or both d@ending on your requirements.

IPv4 Addresses
1. Uncheck all items exceptInternet Protocol Version 4 (TCP/IPv4) as shown below:
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2. Ensure thatInternet Protocol Version (TCP/IPv4)is selected, click Properties and configure the IP address to
be the same as the Virtual Service address (VIP) wh a subnet mask 0f255.255.255.255 , e.g.
192.168.2.20/255.255.255.255 as shown below:

3. Click OK then click Close to save and apply the new settings.

IPv6 Addresses
1. Uncheck all items except Internet Protocol Version 6 (TCP/IPv6) as shown below:
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2. Ensure thatlInternet Protocol Version (TCP/IPv6) is selected, click Properties and configure the IP address to
be the same as the Virtual Service (VIP) and set # Subnet Prefix Lengthto be the same as your network
setting, e.g.2001:470:1f09:e72::15/64 as shown below:

3. Click OK then click Close to save and apply the new settings.
Step 3 of 3: Configure the strong/weak host behavia

Either Network Shell fietsh) commands or PowerShell cmdlets can be used to sethe required strong/weak host
behavior.
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The commands in this section assume that the LAN Adpter is named "net" and the Loopback Adapter is named
"loopback" as shown in the example below:

Either adjust the commands to use the names allocatd to your LAN and loopback adapters,
Important or rename the adapters before running the commands.Names are case sensitive so make
sure that the interface names used in the commandsmatch the adapter names exactly.

Option 1 - Using Network Shell (netsh) Commands
To configure the correct strong/weak host behavior run the following commands:

For IPv4 addresses:

netsh interface ipv4 set interface "net" weakhostreceive=enabled
netsh interface ipv4 set interface "loopback” weakhostreceive=enabled
netsh interface ipv4 set interface "loopback" weakhostsend=enabled

For IPv6 addresses:

netsh interface ipv6 set interface "net" weakhostreceive=enabled
netsh interface ipv6 set interface "loopback" weakhostreceive=enabled
netsh interface ipv6 set interface "loopback" weakhostsend=enabled
netsh interface ipv6 set interface "loopback" dadtransmits=0

Option 2 - Using PowerShell Cmdlets
For IPv4 addresses:

Set-Netlpinterface -InterfaceAlias loopback -WeakHostReceive enabled -WeakHostSend enabled
-DadTransmits 0 -AddressFamily IPv4

Set-Netlpinterface -InterfaceAlias net -WeakHostReceive enabled -AddressFamily 1Pv4

For IPv6 Addresses:

Set-Netlpinterface -InterfaceAlias loopback -WeakHostReceive enabled -WeakHostSend enabled
-DadTransmits O -AddressFamily IPv6

Set-Netlpinterface -InterfaceAlias net -WeakHostReceive enabled -AddressFamily IPv6

Verifying Strong/Weak Host Settings
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To verify that settings have been configured corredly, run the following command on each Real Serverto clearly
list the settings that have been applied to the interface:

netsh interface ipv4 show interface <interface name>
For the 'loopback’ adapter run:

netsh interface ipv4 show interface loopback
For the 'net’ adapter run:

netsh interface ipv4 show interface net

The following image shows the output for the loopback adapter:

Note For IPv6, simply replace 'ipv4' with 'ipv6' in theabove commands.
For Windows 2012 & later you can also use the follaving PowerShell Cmdlets to verify the settings:

To view both IPv4 and IPv6:

Get-Netlplnterface -InterfaceAlias loopback | FL

for IPv4 only:
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Get-Netlplnterface -InterfaceAlias loopback -AddressFamily IPv4 | FL

for IPv6 only:

Get-Netlplnterface -InterfaceAlias loopback -AddressFamily IPv6 | FL

Failure to correctly configure the Real Servers tohandle the ARP Problemis the most common

Note . . .
problem in DR configurations.

Solving the ARP Problem - Possible Side Effect foWindows 2012 & Later

With DR Mode, the source IP address of return traf€ from a Real Server will be the IP address assigad to the
loopback adapter, which is the same as the VIP addess that the client connected to. For traffic_initated by a Real
Server, the source IP address should under normal zcumstances be the Real ServerOs own IP address.ithe
address assigned to the standard network adapter.

However, due to the way the network adapters are configured to solve the ARP Problem, and the way that
Windows selects the source IP address, itOs poss#élnder certain circumstances for the source IP addess of traffic
initiated by a Real Server to be the IP address configured a the loopback adapter rather than the Real Server®
own IP address. Please refer tothis Microsoft article for more information on how Windows selects the sairce IP
address.

To prevent the IP address(es) assigned to the looplack adapter being used in this way, the following wo

PowerShell commands should be run on each Windows D08 R2 & later Real Server to set theSkipAsSource flag
for all IPs assigned to the loopback adapter:

[array]$IPs = Get-NetlPAddress -InterfaceAlias loopback

Set-NetIPAddress -IPAddress $IPs.IPAddress -InterfaceAlias loopback -SkipAsSource $true

- the first command gathers all IP addresses assignedo the loopback adapter
+ the second command then sets the SkipAsSource flag for all IPs found

- if your loopback adapter is not named 'loopback' modify the commands accordingly

To verify that the flag has been set for all IPs, he following PowerShell command can be used:

Get-NetIPAddress -InterfaceAlias loopback

Note For more information about these commands, please efer to this Microsoft article.

Other Windows Settings that May Cause Issues

Receive Segment Coalescing (RSC)

RSC is a stateless offload technology that helps reuce CPU utilisation for network processing on thereceive side
by offloading tasks from the CPU to an RSC-capableetwork adapter. In rare cases it has been discoveed that
RSC can adversely effect performance when using DRnode. In these cases the performance issue was addessed
by disabling RSC. This can be done in 2 ways:
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1) using the NICOs advanced properties tab, disabilee following settings:

Recv Segment Coalescing (IPv4)
Recv Segment Coalescing (IPv6)

2) using PowerShell:

Disable-NetAdapterRsc -Name "MyAdapter" -IPv4
Disable-NetAdapterRsc -Name "MyAdapter" -IPv6

Configuring Your Application to Respond to Both the RIP and VIP

For DR & TUN modes, itOs important to make sure thgour application (IIS in this example) respondsd both the
VIP and RIP.

By default, 1IS listens on all configured IP addreses, this is shown in the example below (shows Windws 2016
example). As can be seen the IP address field is seto "All Unassigned".

If the default configuration is left, no further I5 configuration is required. If you do change the P address in the

bindings from "All Unassigned" to a specific IP addess, then you need to make sure that you also adda binding for

the Virtual Service IP address (VIP) as shown in thexample below:
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This example illustrates how IIS must be configuredto ensure that its listening on both the

Important . . — .
P RIP and VIP address. Remember that this applies t&\LL applications when using DR mode.

Windows Firewall Settings

When IIS is installed, default rules are created tht allow inbound traffic on port 80 and 443. By default, these rules
apply to the Domain, Public and Private profiles awl all interface types. If the rules are changed, m&e sure that
inbound traffic can still reach both the LAN interfice and the loopback adapter.

NAT Mode Considerations

Layer 4 NAT mode requires Real Server return traffi to pass back via the load balancer. This is achiged by setting
the Real ServerOs default gateway to be the load bancer. For an HA Pair, an additional floating IP ddress should
be used to allow failover. Whilst NAT mode is faily straight forward, a few points need to be considered.

NAT Mode Potential Issues

1. By default your Real Servers wonOt be able to acceghe Internet through the new default gateway (except
when replying to requests made through the external VIP).

2. Non-load balanced services on the Real Servers (e.gRDP for management access to Windows servers) wil
not be accessible since these have not been exposedyvia the load balancer.

Enabling Real Server Internet Access Using Auto-NAT
1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Advanced Configuation.

2. Change Auto-NAT fromoff to the external interface being used - typically ethl
3. Click Update.

This activates therc.nat script that forces external network traffic to be MASQUERADED to and from the
external network. The iptables masquerade rule thaDs used for this is shown below:

iptables -t nat -A POSTROUTING -o0 ethl -] MASQUERADE
Enabling Access to non Load-Balanced Services
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If you want specific services to be exposed on yourReal Servers you have two choices:

+ Setup a Virtual Service with a single Real Serverdr each service Or

+ Setup a floating IP address and individual SNAT/DNA rules for each service as shown in the example béow.
These lines can be added to the firewall script ushg the WebUI menu option Maintenance > Firewall Script

INT_ADDR="192.168.110.240"

EXT_ADDR="10.200.110.240"

iptables -t nat -A POSTROUTING -p tcp -s $INT_ADDR -j SNAT --to-source $EXT_ADDR
iptables -t nat -A PREROUTING -p tcp -d $EXT_ADDR -j DNAT --to-destination $INT_ADDR

Once the above SNAT/DNAT rules have been configured the following firewall entries will be listed under
View Configuration > Firewall Rules:

Chain PREROUTING (policy ACCEPT 2 packets, 120 bytes)
pkts bytes target prot opt in out source destination

0 0 DNAT tcp -- ** 0.0.0.0/0 10.200.110.240 t0:192.168.110.240
Chain POSTROUTING (policy ACCEPT 1 packets, 60 bytes)
pkts bytes target prot opt in out source destination

0 0 SNAT tcp -- ** 192.168.110.240 0.0.0.0/0 t0:10.200.110.240

Note | The default gateway on the Real Server must be anP on the load balancer.
Note | If Autonat is already enabled, only the DNAT rulei(e. not the SNAT rule) will be required.

Please donOt hesitate to contactupport@loadbalancer.orgto discuss any specific requirements

Note
you may have.

One-Arm (Single Subnet) NAT Mode

Normally the VIP is located on a different subnet b the Real Servers. However, it is possible to perirm NAT mode
load balancing on a single subnet where the VIP isbrought up in the same subnet as the Real ServersFor clients
located on this subnet, return traffic would normaly be sent directly to the client bypassing the load balancer which
would break NAT mode. To address this, the routingtable on the Real Servers must be modified to forcereturn
traffic to pass via the load balancer. The sectionsbelow explain how routing must be modified for Windows hosts
and Linux hosts.

Route Configuration for Windows Servers

To rectify this issue for Windows servers, a routemust be added to each Real Server that takes prioiy over the
default Windows routing rules. This is a simple cag of deleting the default On-link route and adding a permanent
route via the load balancer using the following commands on each real server:

netsh interface ipv4 delete route 192.168.2.0/24 "LAN"
netsh interface ipv4 add route 192.168.2.0/24 "LAN" 192.168.2.21

Note Ensure you specify your local subnet address. Replae "192.168.2.21" with the IP address of your
load balancer. Replace "LAN" with the name of youilnterface.

After running the above commands, reboot the serverand check if the updated routing rules
have remained. Depending on the specific version of Windows, it may be necessary to add the
commands to a startup script. This is because undercertain circumstances routing rules for on-
link, directly accessible addresses can get reset b defaults after a reboot.

Note
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Verify routing rules using the following command:

netsh interface ipv4 show route

Route Configuration for Linux Servers
To rectify this issue for Linux servers, we need tomodify the local network route by changing to a higher metric:

route del -net 192.168.2.0 netmask 255.255.255.0 dev ethO
route add -net 192.168.2.0 netmask 255.255.255.0 metric 2000 dev ethO

Note Ensure you specify your local subnet address.

Then we need to make sure that local network accessuses the load balancer as its default route:

route add -net 192.168.2.0 netmask 255.255.255.0 gateway 192.168.2.21 metric 0 dev ethO

Replace 192.168.2.0 & 255.255.255.0 with your localkubnet address. Replace 192.168.2.21 with

Note
the IP address of your load balancer.

Any local traffic (same subnet) is then handled bythe manual route and any external traffic is handlel by the default
route (which also points at the load balancer).

Firewall Marks

Using firewall marks enables multiple ports and/ormultiple IP addresses to be combined into a singleVirtual
Service. A common use of this feature is to aggregae port 80 (HTTP) and port 443 (HTTPS) so that whea client
fills their shopping cart via HTTP, then moves to HTPS to give their credit card information, they wil remain on the
same Real Server.

Firewall Marks - Auto Configuration

When defining a layer 4 VIP with multiple ports, fiewall marks are used automatically in the backgrownd to enable
this functionality. For example, to configure an HTTP & HTTPS NAT mode Virtual Service, port 80 & 448nust be
specified separated by a comma in the 'Virtual Serice Ports' field as shown below:
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This will automatically configure the load balancerfor firewall marks.
Note Persistence will be enabled automatically.

For NAT mode VIPs, leave theReal Server Portfield blank as shown below:

Packets will then be forwarded to the Real Serverson the same port as received by the VIP.

Note For Layer 4 DR mode VIPs, there is no Real Serverdet field since port translation is not possible
in this mode. Packets will be forwarded to the sameport as specified for the VIP.

Note To create an auto firewall mark VIP that listens orall ports, simply specify * in the ports field
rather than a specific port number.

The Health check port is automatically set to be tte first port in the list, e.qg. if ports 80 & 443 ae
Note defined for the VIP, the check port is automaticaly set to port 80. This can be changed if required
using the Check Portfield.

Firewall Marks - Manual Configuration

Firewall Marks can also be configured manually. Thebasic concept is to create a firewall rule that maches
incoming packets to a particular IP address/port ard mark them with an arbitrary integer. A Virtual Sevice is also
configured specifying this firewall mark integer instead of the IP address.

EXAMPLE 1 - Setup a new DR Mode Firewall Mark whemo Initial VIP has been Created

Step 1: Create the New VIP

1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Virtual Services

2. Click Add a new Virtual Service.
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3. Define the required Label (name) for the VIP, e.gCluster-1

4. Instead of entering an IP address, enter a numeriosalue, e.g.1 -this is the numeric reference for the Firewall
Mark, this reference is used in step 5 below when cefining the firewall rules.

5. The Virtual Service Portsfield does not need to be set as it is not relevart in this case - the actual port(s) used
are defined in the firewall script in step 5 below.

6. Set Protocol to Firewall Marks - at this point the Virtual Service Portsfield will be grayed out and the Virtual
Service IP Addressfield will be renamed as Firewall Mark Identifier as shown above.

7. Click Update.
Note Persistence will be enabled automatically.
Step 2: Define a health check Port

1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Virtual Services
2. Click Modify next to the new Virtual Service.
3. Enter the appropriate value in the Check Port field.

4. Click Update.
Step 3: Add the Real Servers

1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Real Servers
2. Click Add a new Real Server.

3. Enter the required details as shown below.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 103



4. Click Update.
Step 4: Add the Associated Floating IP Address for the VIP

1. Using the WebUI, navigate to:Cluster Configuration > Floating IPs

2. Add a floating IP that corresponds to the required VIP, in this example192.168.111.240

3. Click Add Floating IP.
Step 5: Modify the Firewall Script

1. Using the WebUI, navigate to:Maintenance > Firewall Script

2. Scroll down to the Manual Firewall Marks section arl add the following lines as shown below:

VIP1="192.168.111.240"
iptables -t mangle -A PREROUTING -p tcp -d $VIP1 --dport 8025 -j MARK --set-mark 1
iptables -t mangle -A PREROUTING -p udp -d $VIP1 --dport 8025 -j MARK --set-mark 1
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3. Click Update.

4. For a clustered pair, make the same changes to thefirewall script on the Secondary unit.
The VIP is now configured and will be accessible on192.168.111.240, TCP & UDP port 8025

EXAMPLE 2 - Setup a Firewall Mark by Modifying an Kisting VIP

In this case, the floating IP address associated wth the VIP will already exist so does not need to ke created
manually.

Step 1: Modify the Existing Virtual Service

1. Using the WebUI, navigate to:Cluster Configuration > Layer 4 - Virtual Services

2. Click Modify next to the relevant VIP.

3. Change the IP address to the chosen 'mark’ value asshown above, e.g.2.
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4. change the Protocol field to Firewall Marks.
Step 2: Define a health check Port

1. Enter the appropriate value in the Check Portfield, e.g. 80.
2. Click Update.

Step 3: Modify the Firewall Script

1. Using the WebUI, navigate to:Maintenance > Firewall Script
2. Enter the rules to configure the Firewall Mark as iown in the example below:
VIP1="192.168.111.240"

iptables -t mangle -A PREROUTING -p tcp -d $VIP1 --dport 80 -j MARK --set-mark 2
iptables -t mangle -A PREROUTING -p tcp -d $VIP1 --dport 443 -j MARK --set-mark 2

3. Click Update.

4. For a clustered pair, make the same changes to thefirewall script on the Secondary unit.
The VIP is now configured and will be accessible on192.168.111.240, TCP ports 80 & 443
Firewall Mark Notes

1. When using firewall marks the load balancer forward traffic to the selected Real Server without changng the
destination port. So, incoming traffic to port 80 on the Virtual IP will be forwarded to port 80 on one of the Real
Servers. Likewise, incoming traffic to port 443 wil be forwarded to port 443 on the same Real Server.

2. You can only have one health check port assigned, ® if you are grouping port 80 and 443 traffic together you
can only check one of these ports, typically this would be port 80.

3. You can specify a range of ports rather than a sinde port as shown below:

iptables -t mangle -A PREROUTING -p tcp -d 10.141.12.34 --dport 1024:5000 -j MARK --set
-mark 1
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(this specifies destination ports from 1024 to 5000)

4. You can leave the upper limit blank to use the default upper limit as shown below:
iptables -t mangle -A PREROUTING -p tcp -d 10.141.12.34 --dport 1024: -j MARK --set-mark 1
(this specifies destination ports from 1024 to 6553%)
5. You can specify a range of IP addresses as shown biw:

iptables -t mangle -A PREROUTING -p tcp -m iprange --dst-range 10.141.12.34-10.141.12.40
--dport 80 -j MARK --set-mark 1

(this specifies the destination IP address as a rame from 10.141.12.34 to 10.141.12.40)

Layer 4 - Advanced Configuration
This section allows you to configure the various lg/er 4 global settings.

Lock Ldirectord Configuration - Prevent the WebUI from writing the Ldirectord canfiguration file, so that manual
changes are retained. Manual changes to the Ldirecord configuration file may be overwritten if settings are edited
in the WebUI. Locking the configuration file will prevent the WebUI from modifying the file so that cistom edits are
preserved. A warning message will be displayed on dl Layer 4 configuration pages, and changes will bedenied.
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Check Interval - Layer 4 (Ldirectord) health check interval in seonds. If this setting is too low, you may experierce
unexpected Real Server downtime.

Check Timeout - Layer 4 (Ldirectord) health check timeout in seonds. If this setting is too low, you may induce
unexpected Real Server downtime.

TCP FIN Timeout- The time to remember an TCP session for after seing a FIN packet.

UDP Timeout - The time to remember a session for after seeinga UDP packet. The timeout is reset on every UDP
packet received.

Negotiate Timeout - Layer 4 (Ldirectord) negotiate health check timeut in seconds. The negotiate checks may
take longer to process as they involve more serverside processing than a simple TCP socket connect cleck. If this
setting is too low, you may induce unexpected RealServer downtime.

Failure Count - Layer 4 (Ldirectord) number of times a check hago fail before taking server offline. The time to
detect a failure and take down a server will be (cteck interval + check timeout) x failure count.

Quiescent - When a Real Server fails a health check, do we ik all connections?

When Quiescent is set toyes, on a health check failure the Real Server is notemoved from the load balancing
table, but the weight is set to 0. Persistent connections will continue to be routed to the failed server, but no new
connections will be accepted. When Quiescent is setto no, the server is completely removed from the load
balancing table on a health check failure. Persisteit connections will be broken and sent to a different Real Server.

Quiescent only applies to health checks - it has noeffect on taking Real Servers offline in System
Overview. To manually force a Real Server to be reraved from the table, set Quiescent to no and
arrange for the server to fail its health check. Ths may be done, for example, by shutting down
the daemon or service, changing the negotiate checkvalue, or shutting down the server.

Note

Email Alert Source Address - Specify the global source address of the email derts. When an email alert is sent, the
system will use this address as the 'From’ field.

Email Alert Destination Address - Specify the global destination email alert address. This address is used to send
notifications of Real Server health check failuresThis can also be configured on a Virtual Service ével.

Auto NAT - Automatically NAT outbound network connections fom internal servers. By default servers behind the
load balancer in a NAT configuration will not haveaccess to the outside network. However clients on the outside
will be able to access load balanced services. By @abling Auto NAT the internal servers will have ther requests
automatically mapped to the load balancerOs exterrdP address. The default configuration is to map # requests
originating from internal network ethO to the external IP on ethl. If you are using a different integce for external
traffic you can select it here. Manual SNAT and DNA configurations for individual servers can also beconfigured
in the firewall script.

Multi-threaded - Perform health checks with multiple threads. Usig multiple-threads for health checks will increase
performance when you have a large number of VirtualServices.
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Layer 7 Services

The Basics

Layer 7 services are based on HAProxy which is a fat and reliable proxying and load balancing solution for TCP
and HTTP-based applications.

Since HAProxy is a full proxy, Layer 7 services ar@ot transparent by default, i.e. the client sourcelP address is lost
as requests pass through the load balancer and inséad are replaced by an IP address owned by the loadbalancer.
This is the interface IP by default, but can also ke set to any other IP address that the load balance owns, for
example the VIP address.

Layer 7 supports a number of persistence methods: urce IP Address, HTTP Cookie (both application basd and
inserted), Microsoft Connection Broker, RDP CookieHTTP Cookie with Fallback to Source IP, X-Forwarde-For
with Fallback to Source IP, Stick On Fallback and &st Successful.

When a VIP is added the load balancer automaticallyadds a corresponding floating IP address which isactivated
instantly. Check View Configuration > Network Configuration to ensure that the Floating IP address has been
activated correctly. They will show up as secondarylP addresses under the relevant interface.

Multiple ports can be defined per VIP, for example80 & 443. In this persistence (aka affinity/stickiress) will
probably be required (default setting) to ensure that clients hit the same backend server for both HTTP & HTTPS
traffic and also prevent the client having to renegotiate the SSL connection.

With Layer 7, port re-direction is possible, i.e. W:80! RIP:8080 is supported.
Manual configuration of layer 7 services is supporéd using the WebUIl menu option: Cluster Configuration > Layer
7 - Manual Configuration. This enables custom layer 7 VIPs to be created tht are able to use HAProxy features not
directly supported via the WebUI. For more informaton, please refer to Layer 7 - Custom Configurations

ItOs not possible to configure a VIP on the same I&ldress as any of the network interfaces. This

Note ensures services can 'float' (move) between Primaryand Secondary appliances when using an
HA Pair.

Creating Layer 7 Virtual Services (Using the Wizary
The wizard can be used to configure one or more Layer 7 Virtual Services and associated Real Servers.

To run the wizard:

1. Open the WebUI and start the wizard by clicking theAccept button shown above, or by using the WebUI
menu option: Cluster Configuration > Setup Wizardand clicking General Layer 7 Virtual Service.

2. Define the required Virtual Service settings as shavn in the example below:
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3. Click Create Virtual Service.

4. Now continue and add the associated load balanced srvers (Real Servers) as shown below:

- Use the Add Real Server button to define additional Real Servers and use he red cross to delete Real
Servers.

- Once youQOre happy, cliclttach Real Serversto create the new Virtual Service & Real Servers.

A confirmation message will be displayed as shown i the example below:

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 110



5. Click Continue.

6. Finally, reload HAProxy using theReload HAProxy button in the "commit changes" message box at thetop of
the screen or by using the WebUI menu option:Maintenance > Restart Servicesand clicking Reload HAProxy.

Note Running the wizard again will permit additional Layer 7 VIPs and associated RIPs to be
defined.

Note By default, Real Server health checks are set to & CP port connect. If you need to configure
a more robust check, please refer toChapter 8 - Real Server Health Monitoring & Contral

Creating Layer 7 Virtual Services

Virtual services (VIPs) can be configured either bycreating a new VIP and configuring all required sdtings, or by
using the duplicate VIP feature.

Each Virtual Service can have an unlimited number 6Real Servers. Typically youOll need one Virtuak8rice for
each distinct cluster (group of load balanced serveas). For example, youOd create a VIP for a web chas, another for
an FTP cluster and a third for a SIP cluster. Mufile ports can also be specified for each VIP.

Defining a New Layer 7 VIP
to add a new layer 7 VIP:

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Virtual Services

2. Click Add a new Virtual Service.

3. Enter an appropriate Label (name) for the new Virtual Service.
4. Enter the required IP address in theVirtual Service IP Addressfield.
5. Enter the required ports(s) in theVirtual Service Portsfield, separate multiple ports with commas, specif a

range with a hyphen.

Several ports are used by the appliance and therefae cannot be used for Virtual Services.

Note . .
For full details please refer toPorts Used by the Appliance

6. Select the Layer 7 protocol to be handled by this Mrtual Service, either HTTP or TCP.

HTTP Mode - Selected if the Virtual Service will handle only HI'TP traffic. Allows more flexibility in the
processing of connections. The HTTP Cookie and HTTRapplication cookie modes, and the X-Forwarded-
For header all require HTTP to be selected. In addion, HAProxy logs will show more information on the
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client requests and Real Server responses.
- TCP Mode - Required for non HTTP traffic such as HTTPS, RR&DP, FTP etc.
7. Click Update.

8. Now proceed to define the RIPs (Real Servers) as deiled here.

Duplicating an Existing Layer 7 VIP
If you have existing Virtual Services, these can beduplicated using the "Duplicate Service" feature.

This option will copy all Virtual Service settingsalong with all associated Real Servers. After
Note duplicating, youOll need to change either the IP adtess or port. If this is not done, the new VIP wil
clash with the original VIP and will not load. Allother settings can remain the same if required.

To duplicate an existing layer 7 VIP:

1. Click Modify next to the VIP youOd like to duplicate.

2. Click the Duplicate Service button.

3. Click OK at the prompt to confirm you want to duplicate the VIP.

4. The VIP will be duplicated with a new label, all oher settings will be identical.
5. Change the IP Address Port and any other setting to suit your requirements.

6. Click Update.

Modifying a Layer 7 VIP

When first adding a Virtual Service, only certain alues can be configured, others are set at their ddault value to
simplify initial configuration. These values can bechanged after the Virtual Service has been createdby clicking
Modify next to the relevant Virtual Service. Additional sttings that can be changed are:

the manual configuration you will be able to see the status of the virtual

Section Setting Description

Virtual Service Advanced > Enabling this option will prevent the HAProxy confguration file being
Manual written for this Virtual Service, leaving the userto configure it via the - Layer
Configuration 7 Manual Configuration page. If the virtual servicelabels match the one in

service as well as control it via the system overvew as you would any other

service.
For more information on creating a manually defined
Note layer 7 VIP, please refer toLayer 7 - Custom
Configurations.
Advanced > Enabling this option will stop the automatic creaton of a Frontend in the
Create Backend |HAProxy configuration file for this Virtual Servics Backend. The pool of
Only Real Servers will not be directly accessible to ckents via the network but

can instead be made accessible from another VirtualService by naming
this Virtual Service in a Backend ACL rule.

For more information on creating backend VIPs pleag

Note
refer to HAProxy Backends
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Section Setting Description
Protocol Advanced > Select how HAProxy should handle HTTP pipelining toclient and server.
HTTP Pipeline The options are:
Mode (HTTP
mode only) + Keep-alive Both - Enable pipelining from both the client to HAProxy
and from HAProxy to the server.
+ Close both client and server - Disable pipelining, always closing
connections to both client and server using HTTP.
 Keep-alive client, close server - Allow client to negotiate pipelining,
whilst closing the server connection using HTTP.
+ Close client, force close server - Close the server connection at the
TCP layer, as well as sending the Connection: closéheader. Also close
the client connection using HTTP.
Advanced > Work around Real Servers that do not correctly impément the HTTP
Work around Connection:close option.
broken
Connection:
close (HTTP
mode only)
Advanced > This allows invalid characters in header names to e passed through to the

Accept Invalid
HTTP Requests
(HTTP mode only

backend. If a fix is not immediately available, endle this option. However it
can hide further application bugs as well as open curity breaches and
should only be enabled as a last resort. Ultimatelyfix your application.

Advanced >
HTTP request
timeout (DoS
Protection) (HTTP,

Enabling this option helps protect against Slowlors type attacks. With this
option enabled the client must send the full HTTP teader request within 5
Seconds.

mode only)

Advanced > It is possible to reuse idle connections to serve requests from the same
Reuse Idle HTTP | session which can be beneficial in terms of performance. It is important to
Connections note that the first request of a session is alwayssent over its own

(HTTP mode only

connection, and only subsequent requests may be digpatched over other
existing connections.

Advanced > TCP
Keep-alive (TCP

Enables the transmission of TCP keep-alive on bottthe client and the
server sides of the connection. Its important to nde that this has nothing to

Mode only) do with HTTP keep-alive. This Option is enabled bydefault when using
persistence modes - MS Session Broker and RDP ClignCookie.

Advanced > If a real server becomes un-responsive ignore persstence and send client

Redispatch connection to another available real server. If Unsire leave enabled.
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Section

Setting

Description

Connection
Distribution
Method

Balance Mode

The scheduler used to specify server rotation. Spedfy the scheduler to
utilize when deciding the backend server to use for the next new
connection. The options are:

 Weighted Round Robin - Incoming requests are distributed to Real

' Weighted Least Connection (this is the default for new VIPSs) -

+ First - The first server with available connection slotsreceives the

Servers in a sequential manner relative to each RehServerOs weight.
Servers with a higher weight receive more requests.A server with a
weight of 200 will receive 4 times the number of requests than a
server with a weight of 50. Weightings are relative, so it makes no
difference if Real Server #1 and #2 have weightingsof 50 and 100
respectively or 5 and 10. The default weight for nev Real Servers is
100.

Incoming requests are distributed to Real Servers vith the fewest
connections relative to each Real ServerOs weighGervers with a
higher weight receive more requests. A server witha weight of 200
will receive 4 times the number of requests than aserver with a weight
of 50. Again, weightings are relative, so it makesno difference if Real
Server #1 and #2 have weightings of 50 and 100 resgctively or 5 and
10. The default weight for new Real Servers is 100This is the default
method for new VIPs

connection. The servers are chosen from the lowestnumeric identifier
to the highest which defaults to the serverOs positn in the farm. Once
a server reaches its maxconn value, the next serveiis used.
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Section

Setting

Description

Persistence

Persistence
Mode

Select how the load balancer should track clients © as to direct each
request to the same server. The options are:

+ HTTP Cookie (HTTP mode only)- The load balancer will set an HTTP

+ Application Cookie (HTTP mode only) - Where an existing HTTP

+ SSL Session ID (TCP mode only} Read the Session ID from the SSL

' MS Session Broker (TCP mode only)- Use the server-set msts RDP

' RDP Client Cookie (TCP mode only)- Use the client-set mstshash RDH

+ Source IP - The same source IP always hits the same Real Seer.

+ HTTP Cookie and Source IP (HTTP mode only} As HTTP Cookie,

+ X-Forwarded-For and Source IP (HTTP mode only) Use X-

+ Stick On Fallback (An external configured fallback server is required) B

Cookie to track each client.

Cookie is set by the web application on the Real Severs, use this to
track each client.

connection and use this to track each client.

Cookie to track clients connecting to a Microsoft Terminal Server. The
Session Broker service must be enabled on the realservers.

Cookie to track clients connecting to a Microsoft Terminal Server. If
the cookie is missing, source IP persistence will ke used instead.

falling back to Source IP if the cookie is missingfrom the HTTP
request.

Forwarded-For, falling back to Source IP if the X-Brwarded-For
header is missing form the request.

You cannot use the set X-Forwarded-For header
Note option with this method of persistence. It will be
disabled.

This option disables automatically failing back tothe Real Server from
the fallback server when the Real Server comes backonline. This
method is appropriate where you have one Real Serve and one
fallback server. If the Real Server fails, traffiovill be handled by the
fallback server. When the Real Server comes back ofine, the fallback
server will continue to handle all traffic and no automatic fallback to
the Real Server will occur. In order to force falllack you will need to
clear the stick table.
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Section Setting Description
+ Last Successful - Clients will use which ever server last succesdilly
served a client.
Note This includes the fallback server if one is configued.
The last successful server is recorded in the sticktable and clearing
this will cause the server selection for the next mnnection to be
determined by the Balance Mode.
' None - No persistence. The allocation of clients to ReaServers will be
determined solely by the Balance Mode.
Persistence HTTP Cookie Set the name of the HTTP cookie.
Options Name
Application Set the name of the application cookie.

Cookie Name

Advanced >
HTTP Cookie
Max Idle Duration

Set the max idle time of the cookie.

Advanced >
HTTP Cookie
Max Life Duration

Set the max lifetime of the cookie.

Advanced > The time-out period before an idle connection is removed from the

Persistence connection table. The source IP address will be renoved from memory

timeout when it has been idle for longer than the persistence timeout. The default
units are minutes.

Advanced > The size of the table of connections in KB. The sie of the table of

Persistence table
size

connections (approximately 50 bytes per entry) whele connection
information is stored to allow a session to returnto the same server within
the timeout period. The default units are in KB.

Advanced >
Clear Stick on
Drain

Clearing the stick table when draining a real serve is particularly useful and
recommended if you have long lived connections with large connection
timeouts such as RDP or SSH. This will force usersnto another node when
they attempt to reconnect and the while server they were attached to is in
drain mode. Alternatively disabling this option would allow the user to
reconnect and they would only be moved when their persistence entry
expired.
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Section

Setting

Description

Advanced > XFF
IP Position

With XFF headers its possible to have either more han one header or more
than one IP in that header. This option gives the ser the ability to select a
specific IP position inside the header to use for gersistence. For example:
X-Forwarded-For: 192.168.1.1, 192.168.1.2, 10.10.10

In the above example the -1 (default) position is@10.10.1 this will always be
the last appended value, -2 is 192.168.1.2 and -3192.168.1.1 and so on fo
as many IPs as you have in your header.

It is possible to do the same thing with Multiple XFF headers:
X-Forwarded-For: 192.168.1.1

X-Forwarded-For: 192.168.1.2

X-Forwarded-For: 10.10.10.1

It works the same as the previous example -1 is 100.10.1 or the most
recently added header -2 is 192.168.1.2 and -3 i92.168.1.1 and so on. The

IP address at the position you select will be storel in the stick table and
used for persistence on the next request from the user.
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Section

Setting

Description

Health Checks

Check Type

Note For full details of all layer 7 health check optiors, please
refer to Health Checks for Layer 7 Services

Specify the type of health check to be performed on the Real Servers. The

options are:

' Negotiate HTTP/HTTPS (GET)} Scan the page specified in Request to
Send, and check the returned data for the ResponseExpected string

 Negotiate HTTP/HTTPS (HEAD) Request the page headers of the
page specified in Request to Send

 Negotiate HTTP/HTTPS (OPTIONS} Request the options of the page
specified in Request to Send

+ Connect to port - Attempt to make a connection to the specified port.

+ External script - Use a custom file for the health check. For more
information please refer to External Health Check Scripts

'+ MySQL - The check consists of sending two MySQL packetspne
Client Authentication packet, and one QUIT packet,to correctly close
the MySQL session. It then parses the MySQL HandsHee Initialisation
packet and/or Error packet. It is a basic but useflitest and does not
produce error nor aborted connect on the server. However, it requires
adding an authorisation in the MySQL table, like tis:

USE mysql; INSERT INTO user (Host,User) values (",");
FLUSH PRIVILEGES;

' No checks, Always on - No health checks, all real servers are marked
online.

Health Check
Options

Request to send

Specify a specific location/file for the health check. Open the specified
location and check for the Response Expected. Usefuifor checking a
server sided script to check the health of the backend application.

Response The content expected for a valid health check on the specified file. The

expected Response Expected can be any valid regular expreson statement.
When the Check Type is set to Negotiate HTTP (GET)the

Note result can be inverted by selecting 'not equal’ option in

the additional drop-down.

Advanced > If specified, this setting overrides the default check port, useful when you

Check Port are balancing multiple ports.

Advanced > If authentication is required specify the usernamehere.

Username

Advanced > Host
Header

If the real serverOs web server is configured to guire a Host header, the
value to be used in health checks may be set here.

Advanced >
Password

If authentication is required specify the passwordhere.
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Section Setting Description
ACL Rules Configure Enables ACLs to be configured. For more informationon configuring ACLs
Content please refer to ACLs (aka Content Switching) and URL Rewriting
Redirects
Header Rules Configure Enables HTTP headers to be added, set or deleted. Br more information
Headers on configuring HTTP headers please refer toModifying HTTP Header
Fields.
Feedback Feedback Select whether HAProxy should query each Real Servefor its load level.
Method Method The options are:
" None - HAProxy will not modify the Real ServerOs weight
+ Agent - The Real Server is queried every health check iterval for the
real serverOs percent CPU idle. This is used to sech Real ServerOs
weight to a value proportional to its initial weight. For example, if the
initial weight is 100 and the percentage CPU idle $ 34, the weight will
be set to 34. Remember lower numbers mean lower prority for traffic,
when compared with other real servers in the pool.
Fallback Server |IP Address IP address of server where to direct requests if al RIPs are down.
Port Port of server where to direct requests if all RIPsare down.
Advanced > Configure the Fallback server to be persistent. Duing a health check failure
Fallback users can be forwarded to a fallback server. Settirg this to on will make this

Persistence

server persistent so that when the Real Servers areput back in the pool,
they will remain on the fallback server until theirpersistence times out.
Setting this to off will move users to a Real Serve as soon as one is
available.

Advanced > Enable SSL encryption to the fallback server.
Encrypt
Connection
SSL Enable Backend |Enabling this option will enable by default the use of HTTPS for all new
Encryption Backend Servers. This options can then be disabledper backend server
under the Real Server settings.
Other Advanced > Specifies the maximal number of concurrent connectons that will be sent
Maximum to this server. If the number of incoming concurrert requests goes higher
Connections than this value, they will be queued, waiting for aconnection to be
released.
Advanced > Use this option to override the default client & server timeouts in the Layer
Timeout 7 advanced section.

Client Timeout - The inactivity timeout applies when the client 5 expected
to acknowledge or send data.

Real Server Timeout - The inactivity timeout applies when the server §
expected to acknowledge or send data.
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Section Setting Description

Advanced > Instruct HAProxy to add an X-Forwarded-For (XFF) hader to all requests,

Set X-Forwarded- | showing the clientOs IP Address. If HTTP is seleatauinder Layer 7 Protocol,

For Header HAProxy is able to process the header of incoming equests. With this
option enabled, it will append a new X-Forwarded-Fa header containing
the clientOs IP Address. This information may be &acted by the Real
Server for use in web applications or logging.

Advanced > If set to "Yes' any HTTP connections that are madeon this VIP will be

Force to HTTPS

forced to reconnect using HTTPS. This will keep anyentered URL. If you
are terminating the SSL on the Load balancer you sbuld use the same VIP
address for both the SSL Termination and Layer 7 caofigurations.

HTTPS Redirect Code- this indicates which type of HTTP redirection is
desired. Codes 301, 302, 303, 307 and 308 are suppated, with 302 used
by default if no code is specified. The options are

301 means "Moved permanently”, and a browser may cehe the
Location.

302 means "Moved permanently" and means that the bowser should
not cache the redirection.

+ 303 is equivalent to 302 except that the browser will fetch the location
with a GET method.

+ 307 is just like 302 but makes it clear that the same method must be
reused.

+ 308 replaces 301 if the same method must be used.
HTTPS Redirect Port- Setting this option to a port other than 443 wil

cause a port to be specified in the Force-to-HTTPSredirection emitted
when clients connect via HTTP.

Advanced > Use
RIP name as Host
Header

When set to 'Yes' the Host Header is set to the nane allocated to the RIP.

Advanced >
Accept Proxy
Protocol

If you wish to use this VIP with STunnel for SSL é¢fload or another
supported proxy such as Amazons ELB whilst passinghe clientOs IP
address to the real servers this option needs to beenabled (checked). If
using with STunnel please ensure that the 'Enable Poxy Protocol' is
enabled in your STunnel VIP.

When used with STunnel, the preferred method is touse
the 'Enable Proxy Protocol' option in the STunnel \POs
configuration in conjunction with the 'Bind Proxy Rotocol
Note to L7 VIP' option. This will configure both the STunel VIP
and the HAProxy VIP in a single step and allows a imgle
HAProxy VIP to support both HTTP and HTTPS. For mer
information please refer to Transparency at Layer 7
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Section

Setting

Description

Advanced >
Send Proxy
Protocol

Enable Proxy Protocol to the backend servers. Thisoption allows the back
end servers to see the clientOs IP address. It shalionly be enabled if your
server supports Proxy Protocol and is configured touse it. The options are:

+ Send V1- This uses the first version of the Proxy Protocband send
the headers in a human readable format.

'+ Send V2 - This is the newer version of the Protocol and seds the
headers in binary.

'+ Send V2 SSL- This is used to show the client was connected ower
SSL/TLS.

+ Send V2 SSL CN- This is the same as V2 SSL but also provides the
Common Name from the client certificate if set.

Advanced >
Enable
Compression

Enable gzip HTTP compression. The following MIME fyes will be
compressed when this is enabled: text/html , text/dain , text/css , text/xml ,
text/javascript , application/javascript , applicaton/xml

Advanced > Set
Source Address

Allows the setting of the source IP address that yair backend server will
see the traffic coming from. This is useful when ya wish to only allow a
known IP Address to access your Real Servers or ned to allow access
through a public gateway.

Advanced > HSTS specifies a period of time during which the ugrs browser (agent)

Enable HSTS should only access the server in a secure fashion.The recommended
duration should be 3 months or more.

Advanced > Timeout for the websocket protocol tunnel when no data is passed

Tunnel Timeout

between client and server. Can be specified as s/mh for
seconds/minutes/hours.

Advanced >
Transparent
Proxy

This will set the source address of the data streamleaving the load
balancer destined for the real server to be that ofthe client. As a result you
will need to set the default gateway for the real servers to be that of the
load balancer. Other wise, depending on the sourceaddress the return
traffic will route round the load balancer and no responses will be received.
Note: Enabling this feature will enable the TProxysystem. Once enabled if
no longer required it will need to be disabled from: Layer7 - Advanced
Configuration > Transparent Proxy.

Note

If you require a custom gateway for a particular VP, this can be achieved using Policy Based
Routing. For more information please refer toPolicy Based Routing (PBR)

ACLs (aka Content Switching) and URL Rewriting

The WebUI supports the ability to create ACLs (acces-control lists) which can be used to control anddirect traffic
based on a set of defined rules. This option can beaccessed under the ACL Rulessection by clicking the Add Rule
button when modifying a VIP:
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This brings up the ACLs pop-up menu:

Select the desired ACL type from the Type drop-down list, fill in the details as appropriate, and create the ACL by
clicking the Ok button.

An ACL can be modified by clicking on it in the ACLIist. ACLs can be reordered by clicking and dragghg them in

the ACL list:

Different types of ACLs can be created. Some ACLs ee dependent on information from the application layer and
so are only available forHTTP modevirtual services. The ACL types and their supportel modes are listed below.

ACL Type TCP Mode Support HTTP Mode Support
path X
path_beg X
path_end X
hdr X
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ACL Type TCP Mode Support HTTP Mode Support
hdr_host X
hdr_beg(Host) X
Query X
SNI X
Flags
IP Address
Port
Free Type

URL-Based ACLs

path:
- Match against the requestOs full URL path, whichasts at the first slash and ends before the (optioral) question
mark (signifying the start of the query string).
+ Bool:
- Equals: Perform action if URL/Textvalue matches.
- Not equal: Perform action ifURL/Textvalue does not match.
+ URL/Text: String to compare the full URL path to, e.gstatic/page.html

+ Action: Action to perform if condition is met. See ACL Actions.
path_beg:

' Match against the beginning of the requestOs URL path.
© Bool:
Equals: Perform action if URL/Textvalue matches.
- Not equal: Perform action ifURL/Textvalue does not match.
+ URL/Text: String to compare the beginning of the URL path tq e.g./static/ or /level_1/level_2/

- Action: Action to perform if condition is met. See ACL Actions.
path_end:

- Match against the end of the requestOs URL path.
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+ Bool:
- Equals: Perform action if URL/Textvalue matches.
- Not equal: Perform action ifURL/Textvalue does not match.
+ URL/Text: String to compare the end of the URL path to, e.g/page.html  or .png .

+ Action: Action to perform if condition is met. See ACL Actions.
Query (aka url_param):

+ Match against a specified query string parameter.
 Header/Param: Name of the query string parameter to match againg, e.g. fruit
- Bool:
- Equals: Perform action if URL/Textvalue matches.
- Not equal: Perform action ifURL/Textvalue does not match.
- URL/Text: String to compare the specified query string paraneter to, e.g. pineapple

+ Action: Action to perform if condition is met. See ACL Actions.

Header-Based ACLs

hdr_host (aka hdr(host)):

- Match against the requestOs full Host header.
+ Bool:
Equals: Perform action ifURL/Textvalue matches.
- Not equal: Perform action ifURL/Textvalue does not match.
+ URL/Text: String to compare the full Host header to, e.g.www.example.com or en.wikipedia.org

+ Action: Action to perform if condition is met. See ACL Actions.
hdr_beg(host):

- Match against the beginning of the requestOs Host header.
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- Bool:

+ URL/Text: String to compare the beginning of the Host headerto, e.g.www. or en. .

- Equals: Perform action if URL/Textvalue matches.

- Not equal: Perform action ifURL/Textvalue does not match.

+ Action: Action to perform if condition is met. See ACL Actions.

hdr:

+ Match against a specified request header.

 Header/Param: Name of the request header to match against, e.g.Content-Type

' Bool:

- Equals: Perform action if URL/Textvalue matches.

- Not equal: Perform action ifURL/Textvalue does not match.

- URL/Text: String to compare the specified request header to, e.g. application/json

+ Action: Action to perform if condition is met. See ACL Actions.

Network/Transport Layer-Based ACLs
IP Address (aka src):

+ Match against the source IP address of the request.

' Bool:

- Equals: Perform action if URL/Textvalue matches.

Not equal: Perform action if URL/Textvalue does not match.

- URL/Text: IP address to compare the requestOs source IP adesss to. CIDR notation can be used and multiple

comma-separated values can be given, e.9g.10.0.0.0/8 123.45.67.8

+ Action: Action to perform if condition is met. See ACL Actions.

Port (aka dst_port):

+ Match against the destination TCP port of the request.

- Bool:

- Equals: Perform action if URL/Textvalue matches.

- Not equal: Perform action ifURL/Textvalue does not match.

- URL/Text: Integer to compare the requestOs destination TCPt to.

+ Action: Action to perform if condition is met. See ACL Actions.

Miscellaneous ACLs

SNI:

 Match against the Server Name Indication (SNI) TL8xtension field of the request.
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+ Bool:
- Equals: Perform action if URL/Textvalue matches.
- Not equal: Perform action ifURL/Textvalue does not match.
+ URL/Text: String to compare the SNI field to, e.gwww.example.com .

+ Action: Action to perform if condition is met. See ACL Actions.
Flags:

 Match based on the status of flags set by other ACLrules.
+ Bool:

- Equals: Perform action if condition described by URL/Textfield evaluates to true.

- Not equal: Perform action if condition described by URL/Textfield does not evaluate to true.
- URL/Text: Condition to test, e.g.flag_a || flag_b or protected_path internal_src_addr

+ Action: Action to perform if condition is met. See ACL Actions.
Note See ACL Examplesfor an example of how to use the flags feature.
Free Type:

- Free-form custom ACL rule(s) to write into the HARyxy configuration verbatim.

© Freetype: ACL configuration line(s) to write into the HAProy configuration file.
Note | Multiple ACLs can be defined in a single block. Enér 1 ACL per line.

Tip Full and detailed documentation on how to write ACLs can be found in the HAProxy Configuration
Manual, here.

ACL Actions

When an ACL rule matches an action is taken (or, &rnatively, an action is taken when the ruledoesnOtnatch,

depending on the "bool" setting of the rule). Someactions are dependent on information from the application layer

and so are only available forHTTP modevirtual services. The different actions and theirsupported modes are

listed below.

ACL Type TCP Mode Support HTTP Mode Support
Drop
Deny X
Set Flag
URL Location )¢
URL Prefix X
Use Backend
Use Server
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- Drop (aka reject): Stop and immediately close the connetion without sending a response.
- Deny: Stop and immediately deny the request, emitting the chosen HTTP status code as a response.
- Status code: Status code to use as a response.
+ 200 OK
+ 400 Bad Request
403 Forbidden
405 Method Not Allowed
+ 408 Request Timeout
+ 425 Too Early
+ 429 Too Many Requests
500 Internal Server Error
- 502 Bad Gateway
+ 503 Service Unavailable
+ 504 Gateway Timeout
- Set Flag: Set a flag for use in subsequent ACL rules of type'Flag".
- Location/Value: Name of the flag to set, e.g.flag_a or protected path

+ URL Location (aka redirect location): Redirect the request to he exact location specified, using a 301 Moved
Permanently status code.

Location/Value: Exact location to redirect to, e.g.
https://en.wikipedia.org/wiki/User_Datagram_Protocol

 URL Prefix (aka redirect prefix): Redirect the request to theURL path originally requested prefixed with a
specified string, using a 301 Moved Permanently staus code.

Location/Value: String to prefix to the requested URL path to crede the redirect location, e.g.
https://www.example.com

 Use Backend: Use the specified backend, or another virtual senice, to handle the request.

Location/Value: Name of a valid backend, or another virtual servie, to use, e.g.
apache_srv_cluster_b

+ Use Server: Use the specified server to handle the request.
Location/Value: Name of a valid real server, in the same virtual ervice or backend, to use, e.g.

apache_srv_7

ACL Examples
Example 1

A virtual service occasionally sees requests for aretired domain, www.foo.com . These requests need to be
redirected to the new domain: www.bar.com . For example, a request for
https://www.foo.com/static/diagram.svg must be redirected to
https://www.bar.com/static/diagram.svg

ACL type to use:hdr_host, matching againstwww.foo.com .
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ACL action to use:URL Prefix with the prefix https://www.bar.com

Example 2
A web service has been moved: previously, all of is resources were located under/web-service/ , but now
everything is located under /legacy/web-service/ . Any requests for old locations, whose paths startwith just

web-service , must be redirected to the correct new locations.
ACL type to use:path_beg, matching against/web-service/
ACL action to use:URL Prefix with the prefix /legacy
Example 3
A web service hosts an administration panel which § located under /admin/ . The only legitimate use of this panel
should be from users on the local network, which is10.0.0.0/8. Any non-local users attempting to acceas the
administration panel should be redirected to a branded page, located at
https://example.com/restricted.html , which explains that they have attempted to accessa restricted
part of the service.
First ACL type to use:path_beg, matching against/admin/
First ACL action to use:Set Flag, setting the flagis_admin_panel
Second ACL type to use:IP Address matching against the network 10.0.0.0/8.
Second ACL action to use:Set Flag, setting the flagis_local_user
Third ACL type to use:Flags, matching againstis_admin_panel !is_local_user
Third ACL action to use:URL Location with the location https://example.com/restricted.html
The two flag names together,is_admin_panel lis_local_user , Create a logical AND (a logical OR could be
achieved, instead, by explicitly placing|| between the flag names). The exclamation mark negées the match on
is_local_user . The resulting expression of the third ACL will mach, and cause the redirection action to be
carried out, whenis_admin_panel istrue andis_local user is false.

Important The ACL that evaluates the two flagsmust be placed after the two ACLs that set the flags.
Example 4
It is necessary to force the use of a particular rel server in some scenarios. This must be achievedy setting a
particular query string parameter to the name of the server. For example,
http://192.168.0.10/?server_override=apache_srv_dev should trigger the override ACL condition
and send the request to the special server.
ACL type to use:Query, looking for the server_override parameter and matching againstapache_srv_dev.

ACL action to use:Use Server, with the server nameapache_srv_dev.

HAProxy Backends
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When an ACL is created and theAction is set to Use Backend itOs possible to set thé.ocation/Value field to either
a backend only VIP, a standard VIP or a manually déned VIP.

1 - Backend only VIP (Recommended)

A Backend VIP does not have a frontend in the HAPray configuration, only a backend that defines the associated
Real Servers. As a result, there is no floating IRddress associated with the VIP. This kind of VIPs used exclusively
for ACLs where access is only needed from another \IP and not directly from clients over the network.

To create a Backend VIP:

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Virtual Services
2. Click Add a New Virtual Service.

3. Click [Advanced] and check (tick) theCreate Backend Only checkbox.

4. Enter a suitable Label (hame), e.gbackend-1

5. Select the required Layer 7 Protocol

6. Click Update.

7. Now navigate to: Cluster Configuration > Layer 7 - Real Servers

8. Click the Add a New Real Serverbutton next to the newly created VIP.

©

. Define all the Real Servers that make up the backei.
This new backend VIP can now be referenced asbackend-1in ACLSs.

Note You can modify the Backend Virtual Service in the mrmal way if additional settings must be
configured.
2 - As a Manually Defined Backend

Manually defined backends allow additional custom ttings that are not directly supported via the WebUI to be
configured.

To create a manually defined backend:

Using the WebUI menu option: Cluster Configuration> Layer 7 - Manual Configuration, the backend 'Blogcan be
defined as shown below:

backend Blog

mode http

balance roundrobin

option forwardfor

server rip3 192.168.110.242:80 weight 1 check
server rip4 192.168.110.243:80 weight 1 check

3 - As a Standard VIP with the Required Real Serves

Standard VIPs can also be used. Here, 'Blog' has ben defined as an additional standard VIP with 2 Re&Servers:
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When defining ACLs that have theirAction set to Use Backend or Use Server, the relevant
Note Backend VIP or Real Server must exist before HAProx can be successfully restarted. Note also
that names used are case sensitive.

For more details on configuring ACLs please also réer to the HAProxy online documentation

Note .
available here.

Using Regular Expressions to Rewrite Requests

Regular expressions can be used to rewrite HTTP regests. This is often used to maintain compatibilitybetween
old and new URLs or to turn user-friendly URLs intdCMS-friendly URLSs, etc. This is achieved using th&eqgrep' and
'reqirep’ keywords within a manual layer 7 VIP. Thefollowing examples illustrate how these commands @n be
used:

Example 1

Replace "/static/" with "/" at the beginning of anyrequest path.

regirep M([M :J*)\ /static/(.*) \1\ \2

Example 2

Replace any host name in the HTTP header with "wwwnywebsite.com".

reqgirep “Host:\ Host:\ www.mysite.com

Example 3

Replace /jpg/ with /images/ while maintaining the mponents before and after the folder.

regrep ~([™ 9\ /jpg/(-*) \1\ /images/\2

Note HAProxy uses PCRE compatible regular expressions.dt more information about PCRE syntax,
see Regex Quick Startand Regex Cheat Sheet
The "regrep” keyword is strictly case-sensitive, whle "repirep” is case insensitive. For more
Note details on configuring manually defined layer 7 VIB please refer to Configuring Manual Virtual
Services.

Modifying HTTP Header Fields

For HTTP mode virtual services, the WebUI supports the ability to add, set, delee, and replace HTTP header fields.
This option can be accessed under theHeader Rules section by clicking the Add Rule button when modifying a
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VIP:

This brings up the headers pop-up menu:

Select the desired header type from the Type drop-down list, fill in the details as appropriate and create the
header rule by clicking the Ok button.

A header rule can be modified by clicking on it inthe header rules list. Header rules can be reordered by clicking
and dragging them in the header rules list:

Two different types of header rules can be created:
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- Request: Affect specified HTTP header fields in HTTPrequest messages.

- Response: Affect specified HTTP header fields in HTTRresponse messages.

Four different header field manipulation options are supported:

Option Description

Add Append an HTTP header field. If a header field of he same name already exists then an
additional header field will still be appended.

Set Append an HTTP header field. If a header field of he same name already exists then it is
first removed before a new one is appended. This isuseful for handling security
information which external usersmust not be able to set themselves.

Delete Remove all HTTP header fields of a specified name.

Replace Perform a regular expression powered "find and rephce" operation on all HTTP header
field values of a specified name.

The specifics of the header field manipulation options are as follows:
Add:

+ Header: Field name of the HTTP header to append.
- Value: Field value of the HTTP header to append.

- Flags (optional): Conditionally execute the header maniplation rule based on the status of flags set by AQ
rules, e.g.is_external_request

Set:

- Header: Field name of the HTTP header to append.
© Value: Field value of the HTTP header to append.

- Flags (optional): Conditionally execute the header maniplation rule based on the status of flags set by AQ
rules, e.g.is_external_request

Delete:

- Header: Field name of the HTTP header to delete.

+ Flags (optional): Conditionally execute the header maniplation rule based on the status of flags set by AQ
rules, e.g.is_external_request

Replace:

+ Header: Field name of the HTTP header to replace.

+ Value: "Find and replace" operation to execute, of the fam <matching-regular-expression>
<replacement>

- Flags (optional): Conditionally execute the header maniplation rule based on the status of flags set by AQ
rules, e.g.is_external_request
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Note See HTTP Header Field Modification Examplesor an example of how to use the replace option.

It is possible to include dynamic information in header fields, for example the IP address of a
request. This is achieved by using log format varidles, e.g.%ci for the client IP address, and
Tip sample expressions, e.g.%[fe_name] for the name of the virtual service handling the equest.
This functionality is explained in detail in the HAProxy online documentation: the relevant section
can be found here.

HTTP Header Field Modification Examples
Example 1

A secure deployment requires that the X-Forwarded-For header field in client requests never be trusted. The
header is under the control of the client and could potentially contain misinformation set by a malicous client. All
header fields of this name should be deleted from ncoming requests.

Header rule type to use: Request.

Header rule option to use: Delete.

Header rule "Header" value to use:X-Forwarded-For.

Example 2

A poorly designed web service behind the load balancer leaks sensitive information through an HTTP reponse
header field. The vulnerable response field looks ke so: Database-Engine: MongoDB_3.4.14 . All header
fields of this name should be deleted from outgoing responses.

Header rule type to use: Response.

Header rule option to use: Delete.

Header rule "Header" value to use:Database-Engine.

Example 3

A web service behind the load balancer expects to receive information about client requests via HTTP leader
fields. The service expects to receive the source P address, destination IP address, and destinatiorport of the
clientOs initial connection to the load balancer, hich it expects to find in header fields named X-Clent-Source, X-
Client-Dest, and X-Client-Dest-Port, respectivelyThe load balancer should add these header fields toincoming
requests and populate their values appropriately. The load balancer should also delete any pre-existirg header
fields that use the field names that the web servie is logging, to prevent clients from tampering with or injecting
arbitrary data into the web serviceOs logs.

First header rule type to use:Request.

First header rule option to use: Set.

First header rule "Header" value to use:X-Client-Source

First header rule "Value" value to use:%ci

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 133


https://docs.haproxy.org/1.8/configuration.html#8.2.4

Second header rule type to use:Request

Second header rule option to use: Set.

Second header rule "Header" value to use:X-Client-Dest
Second header rule "Value" value to use:%fi

Third header rule type to use: Request

Third header rule option to use: Set.

Third header rule "Header" value to use:X-Client-Dest-Port
Third header rule "Value" value to use:%fp.

Example 4

Any requests containing the HTTP header field "Frui" with a corresponding value of "pineapple” should have this
value changed to "kiwi".

Header rule type to use: Request
Header rule option to use: Replace.
Header rule "Header" value to use:Fruit.

Header rule "Value" value to use:pineapple kiwi.

Creating Layer 7 Real Servers (RIPS)
You can add an unlimited number of Real Servers teeach Virtual Service. For layer 7 VIPs port rediretion is

possible so the Real Server port field can be set b a different value to the VIP port. Real Serversn a Layer 7
configuration can be on any subnet in any network & long as they are accessible from the load balance.

To add a new layer 7 RIP:

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Real Servers

2. Click Add a new Real Server next to the relevant Virtual Service.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 134



3. Enter an appropriate Label (name) for the new Real Server.
4. Enter the required settings in the Real Server IP Addressfield and Real Server Portfield.

5. Enable the Re-encrypt to backend option if required.

Note ‘ For more details about this option please refer to SSL Termination on the Load Balancer with
Re-encryption (SSL Bridging)

6. Enable the Enable Redirectoption if required. When enabled, this option allows a particular Real Server to
respond to GET or HEAD requests with a redirect toa specified location. Requests will be redirected b a URL
made up of the prefix specified and the path of their GET or HEAD request. Other request types will catinue
to be handled by the Real Server.

This option is only available when the associated V\POsayer 7 Protocolis set to HTTP

Note
‘ Mode.

7. Specify the required Weight, this is an integer specifying the capacity of a server relative to the others in the
pool, valid values are 0 to 256, the default is 100 The higher the value, the more connections the sever will
receive. If the weight is set to 0, the server willeffectively be placed in drain mode.

The configuration options Minimum Connections and Maximum Connections are available when

Note . - . .
‘ the Real Server is modified usingModify after the RIP has been created.

Layer 7 - Custom Configurations

Custom, manually configured Layer 7 services are usful when your configuration requires advanced HAPoxy
settings that are not directly supported by the WebUI when creating and modifying VIPs & RIPs.

Configuring Manually Defined Virtual Services

Often, the best approach is to first create a VIP ad itOs associated RIPs in the normal way, configng as many
settings as you can using the available WebUI confjuration options, then convert this to a manual VIPand add the
custom HAProxy configuration settings that you requre. The steps are as follows:

- Step 1- Define the VIP in the normal way using the WebUmenu option: Cluster Configuration > Layer 7 -
Virtual Services.

+ Step 2 - Define the required Real Servers in the normal vay using the WebUI menu option:Cluster
Configuration > Layer 7 - Real Servers

- Step 3 - Now, using the WebUI menu option:View Configuration > Layer 7, scroll down to the newly created
VIP and copy the whole configuration section for the VIP - from the initialListen <VIP name>line, right to the
end of the Real Server definitions.

+ Step 4 - Next, modify the VIP created in Step 1 and clickAdvanced] in the Virtual Service section. Check (tick)
the Manual Configuration checkbox, then click Update.

+ Step 5 - Finally, navigate to:Cluster Configuration > Layer 7 - Manual Configuraion and paste the
configuration copied in Step 3 into the editor window, add the additional custom configuration settings for the
VIP and clickUpdate when complete.

When you click update in step 5, a syntax check wil be done to ensure that the lines you

Note have added are valid.
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Manual Config Example 1 - Simple HTTP Redirect

This example illustrates how a VIP can be createdconverted to a manual VIP and then modified to inclde a
custom configuration that forces requests that stat with /staff/ or /staff to be redirected to
https://login.domain.com .

This example is for demonstration purposes only. Canplex ACLs can be configured in the WebUI
Note without the need for a manual configuration. For mae information on configuring ACLs please
refer to ACLs (aka Content Switching) and URL Rewriting

The lines that need to be manually inserted to achéeve this are:

acl ACL-1 path_beg /staff/ (see note 1)
acl ACL-2 path_beg /staff (see note 1)
redirect location https://login.domain.com if ACL-1 or ACL-2 (see note 2)

Notes

1. These lines configure 2 ACLs namedACL-1& ACL-2 where the criteria for a match is that the URL stés with
either /staff/ or /staff.

2. This line causes a redirect tohttps://login.domain.com to occur when either ACL is matched.
Configuration Steps:
1. Using the WebUI menu option: Cluster Configuration > Layer 7 - Virtual Servicescreate a Layer 7 VIP with the

required Label (name), IP Address and Port. At thipoint leave the Manual Configuration checkbox un-
checked, e.g.

2. Using the WebUI menu option:Cluster Configuration > Layer 7 - Real Serversiefine the associated RIPs in the
normal way, e.g.
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3. Using the WebUI menu option:View Configuration > Layer 7 scroll down to the newly created VIP. Now copy
the entire configuration for the VIP.

listen VIP1

bind 192.168.2.110:80 transparent

mode http

balance leastconn

cookie SERVERID maxidle 30m maxlife 12h insert nocache indirect

server backup 127.0.0.1:9081 backup non-stick

option http-keep-alive

timeout http-request 5s

option forwardfor

timeout tunnel 1h

option redispatch

option abortonclose

maxconn 40000

option httplog

server RIP1 192.168.2.111:80 weight 100 cookie Rip1 check inter 4000 rise 2 fall 2
slowstart 8000 minconn 0 maxconn 0 on-marked-down shutdown-sessions

server RIP2 192.168.2.112:80 weight 100 cookie Rip1 check inter 4000 rise 2 fall 2
slowstart 8000 minconn 0 maxconn 0 on-marked-down shutdown-sessions

4. Using the WebUI menu option: Cluster Configuration > Layer 7 - Virtual Services modify the VIP and check the
Manual Configuration checkbox and click Update.

5. Select the WebUI menu option:Cluster Configuration > Layer 7 - Manual Configuraion and paste the VIPOs
configuration into the editor window, then add the extra manual config lines:

listen VIP1

bind 192.168.2.110:80 transparent

mode http

balance leastconn

acl ACL-1 path_beg /staff/

acl ACL-2 path_beg /staff

redirect location https://login.domain.com if ACL-1 or ACL-2

cookie SERVERID maxidle 30m maxlife 12h insert nocache indirect

server backup 127.0.0.1:9081 backup non-stick

option http-keep-alive

timeout http-request 5s

option forwardfor

timeout tunnel 1h

option redispatch

option abortonclose

maxconn 40000

option httplog

server RIP1 192.168.2.111:80 weight 100 cookie Rip1 check inter 4000 rise 2 fall 2
slowstart 8000 minconn 0 maxconn 0 on-marked-down shutdown-sessions
server RIP2 192.168.2.112:80 weight 100 cookie Rip1 check inter 4000 rise 2 fall 2
slowstart 8000 minconn 0 maxconn 0 on-marked-down shutdown-sessions
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6. Click Update.

7. Now reload HAProxy using the Reload HAProxy button in the "commit changes" message box at thetop of
the screen.

HAProxy Error Codes
For reference, HAProxyOs own error codes are as fows:

Code When/Reason

200 access to stats, and when replying to monitoring requests.

301 when performing a redirection, depending on the configured code.

302 when performing a redirection, depending on the configured code.

303 when performing a redirection, depending on the configured code.

400 for an invalid or too large request.

401 when an authentication is required to perform the action (when accessing the stats page).

403 when a request is forbidden by a "block™ ACL or "regdeny" filter.

408 when the request timeout strikes before the request is complete.

500 when HAProxy encounters an unrecoverable internal eror, such as a memory allocation failure,
which should never happen.

502 when the server returns an empty, invalid or incompete response, or when an "rspdeny" filter blocks
the response.

503 when no server was available to handle the request,or in response to monitoring requests which
match the "monitor fail* condition.

504 when the response timeout strikes before the server responds.

For a complete HAProxy reference please refer to tre text based manual or the HTML based manual

Transparency at Layer 7

HAProxy, Pound and STunnel are all proxies which mans that a new connection is established from the poxy out
to the backend server in response to an inbound client connection to the proxy. This means that by defult the
source IP address of the packet reaching the Real 8rvers will not be the clientOs IP address, but ai® address
owned by the load balancer. The source IP address @plied depends on which proxy is in operation:

HAProxy - By default the IP address of the network interfae is used, but this can also be configured to be ay IP
address that the load balancer owns using theSet Source Addressfield of the Layer 7 VIP.

STunnel - By default the IP address of the STunnel Virtual 8rvice is used, but this can also be configured tobe any
IP address that the load balancer owns using theSet Source Addressfield of the STunnel VIP.

Pound - The IP address of the network interface is used.

Enabling Transparency
The load balancer can provide the actual client IPaddress to the Real Servers in 2 ways:

1. By inserting a header that contains the client IP surce address. For HTTP traffic theX-Forwarded-For (XFF)
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header is used, for TCP traffic theProxy Protocol Header is used.

Note For more information about XFF headers please clickhere, for more information about Proxy
Protocol Headers please click here.
2. By modifying the Source Address field of the IP pad&ets and replacing the IP address of the load balarcer with
the IP address of the client. The load balancer use TProxy for this purpose.

In many cases, option 1 (using Headers) can be usetb achieve your objectives. Option 1 is

Note . . :
easier to implement because there are no network topology requirements.

These methods can be used independently or in combhation to achieve a range of objectives as illustraed in the
Configuration Examplessection.

Inserting Headers

X-Forwarded-For (XFF) Headers

X-Forward-For headers are inserted by HAProxy wherthe layer 7 VIP optionSet X-Forwarded-For headeris
enabled (the default for new layer 7 VIPs). A new X~orwarded-For header is appended by the load balarcer
containing the clients IP address. This informatiocan then be extracted by the Real Servers for usen web
applications or logging.

Proxy Protocol Headers
STunnel & HAProxy can be configured for Proxy Protocol Headers as described below:

STunnel - To configure STunnel tosend Proxy Protocol Headers, the STunnel Virtual Servie option Enable Proxy
Protocol must be enabled.

If Associated Virtual Service is set when configuring the STunnel Virtual Servie Enable Proxy

Not
o Protocol will be enabled by default and cannot be disabled.

HAProxy - To configure HAProxy tosend Proxy Protocol Headers, the layer 7 Virtual Servie drop-down Send
Proxy Protocol must be set to the required header version/type.

To configure HAProxy toreceive Proxy Protocol Headers, 2 methods can be used:

1. By specifying the Layer 7 Virtual Service where theSTunnel VIP will forward its connections when creéing /
modifying the STunnel Virtual Service. This will ado automatically configure the layer 7 VIP to expe¢ Proxy
Protocol Headers only for connections from the STunnel VIP where the opion was enabled. In this way, the
layer 7 VIP will accept traffic with Proxy ProtocoHeaders from the STunnel VIP as well as standardraffic from
other sources that do not present Proxy Protocol Headers. To configure this method:

- Click Modify next to the STunnel VIP
Set the Associated Virtual Service dropdown to the relevant Layer 7 VIP
Click Update

2. By enabling the layer 7 Virtual Service optionAccept Proxy Protocol -this will configure the layer 7 VIP to
expect Proxy Protocol Headers for_ allconnections. With this method, the layer 7 VIP wilonly accept
connections from sources that present Proxy Protocd Headers. To configure this method:

Click Modify next to the HAProxy VIP
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Scroll down to the Other section and click [Advanced]
- Enable (check)Accept Proxy Protocol

- Click Update

Using TProxy to modify the Source IP Address

Loadbalancer.org appliances utilize TProxy to modiy the source IP address of each packet. TProxy carbe used in
conjunction with HAProxy and Pound. When TProxy ienabled, itOs important to be aware of the topology
requirements for TProxy to operate correctly. Bothone-arm and two-arm topologies are supported:

TProxy Topology Requirements - One-arm Deployments

' Here, the VIP is brought up in the same subnet astie Real Servers.

 To support remote clients, the default gateway on e Real Servers must be an IP address on the load
balancer and routing on the load balancer must be @nfigured so that return traffic is routed back viathe
router.

For an HA clustered pair, a floating IP should be dded to the load balancer and used as the Real
Note ServerOs default gateway. This ensures that the Bidress can ‘float' (move) between Primary and
Secondary appliances.
+ To support local clients, return traffic would normally be sent directly to the client bypassing the load balancer
which would break TProxy. To address this, the rouing table on the Real Servers must be modified to érce
return traffic to go via the load balancer in the same way as one-arm NAT mode. For more information fease

refer to One-Arm (Single Subnet) NAT Mode

TProxy Topology Requirements - Two-arm Deployments

' Here, 2 subnets are used. The VIP is located in onesubnet and the load balanced Real Servers are locted in
the other. The load balancer requires 2 interfaces,one in each subnet.

Note This can be achieved by using two network adapters,or by creating VLANs on a single adapter.
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+ The default gateway on the Real Servers must be arlP address on the load balancer.

For an HA clustered pair, a floating IP should be dded to the load balancer and used as the Real
Note ServerOs default gateway. This ensures that the Bidress can 'float' (move) between Primary and
Secondary appliances.

+ Clients can be located in the same subnet as the VIP or any remote subnet provided they can route to he VIP.
To enable TProxy for a particular layer 7 VIP:

+ Click Modify next to the HAProxy VIP.
+ Scroll down to the Other section and click [Advanced].
- Enable (check)Transparent Proxy.

+ Click Update.

Configuration Examples
Example 1 - Using Proxy Protocol & X-Forwarded-Fddeaders

In this example, Proxy Protocol Headers are used wh STunnel and HAProxy to present the original client source IP
address to the load balanced servers in an XFF heae@r inserted by HAProxy.

Configuration Notes

1. Configure the STunnel VIP and the HAProxy VIP on th same IP address. Clients then connect to a singldP
address for HTTP and HTTPS.

2. Proxy Protocol must be enabled via the STunnel VIPnot via the Layer 7 (HAProxy) VIP. In this way, the
HAProxy VIP where STunnel forwards its traffic is atomatically configured to accept traffic with Proxy Protocol
Headers from the STunnel VIP, and also standard tréiic without Proxy Protocol Headers from other sources,
i.e. the direct HTTP connections.

Configuring the STunnel VIP:
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The STunnel VIP optionAssociated Virtual Service must be set to the backend HAProxy VIP where STunel will
forward its traffic. Then, both the STunnel VIP andhe associated HAProxy VIP will be configured autenatically.

These STunnel settings will:

1. Configure the STunnel VIP to send Proxy Protocol Haders.

2. Configure the HAProxy VIP to expect Proxy ProtocoHeaders only from traffic that comes from the STunrel
VIP.

Configuring the Layer 7 (HAProxy) VIP:

X-Forwarded-For Headers must be enabled for HAProxy(this is the default setting).

Once all settings are configured, the X-Forwarded-For header received by the load balanced servers Web 1& Web
2 will contain the source IP address of the client.

Example 2 - Using HAProxy & TProxy

In this example, TProxy is enabled for HAProxy sohat the source IP address in IP packets is modifiecby the load
balancer to be the clients IP address.
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Configuration Notes & Topology Requirements

1. Certain topology requirements must be met when using TProxy. For details please refer toUsing TProxy to
modify the Source IP Address

2. TProxy for HAProxy must be enabled. This is done athe VIP level rather than globally as in previousversions.
To enable TProxy at the VIP level, clickModify next to the VIP in question, scroll down to theOther section
and click [Advanced], then enable (check)Transparent Proxy.

3. On the Real Servers, the default gateway must be cafigured to be an IP address on the load balancer.When

using a clustered pair, this should be a floating P to allow failover to the Secondary.

Example 3 - Using STunnel, HAProxy & TProxy

In this example, Proxy Protocol Headers are used tgass the client IP address from STunnel to the Lagr 7
HAProxy VIP. TProxy is enabled for HAProxy so thaihe source IP address in packets sent to the Real 8rvers is
modified by the load balancer to be the clients IPaddress.

Configuration Notes & Topology Requirements

1. Certain topology requirements must be met when using TProxy. For details please refer toUsing TProxy to
modify the Source IP Address
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2. Configure the STunnel VIP and the HAProxy VIP on ta same IP address. Clients then connect to a singldP
address for HTTP and HTTPS.

3. TProxy for HAProxy must be enabled. This is done athe VIP level rather than globally as in previousversions.
To enable TProxy at the VIP level, clickModify next to the VIP in question, scroll down to theOther section
and click [Advanced], then enable (check)Transparent Proxy.

4. On the Real Servers, the default gateway must be cafigured to be an IP address on the load balancer.When
using a clustered pair, this should be a floating P to allow failover to the Secondary.

5. Proxy Protocol mustbe enabled via the STunnel VIP, not via the Layei7 (HAProxy) VIP. This is done by
checking the Enable Proxy Protocoloption when either creating or modifying the STunrel VIP (please refer to
configuration example 1). This automatically configres the HAProxy VIP to accept traffic with Proxy Rotocol
Headers from the STunnel VIP and also standard trdfc from other sources (i.e. the direct HTTP connetions)
that do not present Proxy Protocol Headers.

6. If you want to enable HTTP to HTTPS redirection, eable Force to HTTPSon VIP1.

Example 4 - Using Pound, HAProxy & TProxy

In this example, TProxy is enabled for HAProxy and?ound so that the source IP address is modified bythe load
balancer to be the clients IP address.

Configuration Notes & Topology Requirements
1. Certain topology requirements must be met when using TProxy. For details please refer toUsing TProxy to
modify the Source IP Address

2. Configure the Pound VIP and the HAProxy VIP on thesame IP address. Clients then connect to a singleP
address for HTTP and HTTPS.

3. Configure the Layer 7 HAProxy VIP to listen on 2 pats - e.g. 80 & 81, then use port 80 for client comections
on HTTP and port 81 for the Pound backend.

4. When defining Real Servers for HAProxy VIP, ensur¢hat the Real Server Portfield is set and not left blank.

5. TProxy for HAProxy must be enabled. This is done athe VIP level rather than globally as in previousversions.
To enable TProxy at the VIP level, clickModify next to the VIP in question, scroll down to theOther section
and click [Advanced], then enable (check)Transparent Proxy.
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6. TProxy for Pound must be enabled using the WebUI mau option: Cluster Configuration > SSL - Advanced
Configuration and Transparent Proxyto On.

7. On the load balanced backend Servers, the default gateway must be configured to be an IP address on tte
load balancer. When using a clustered pair, this slould be a floating IP to allow failover to the Secadary
appliance.

8. If you want to enable HTTP to HTTPS redirection, yaOll need to split the Layer 7 HAProxy VIP into Z2parate
VIPs, one on port 80 with Force to HTTPSenabled and the other configured to accept traffic from Pound.

Layer 7 - Advanced Configuration
This section allows you to configure the various lg/er 7 global settings.

Lock HAProxy Configuration (Deprecated) - Prevent the WebUI writing to the HAProxy configuation file. Manual
changes to the HAProxy configuration file may be owerwritten if settings are edited in the WebUI. Locking the
configuration file will prevent the WebUI from modifying the file, so that custom edits are preserved.A warning
message will be displayed on all Layer 7 configuraion pages, and changes will be denied.

ItOs now possible to configure each virtual servicas read-only. The manual configuration can
then be created using the WebUI option: Cluster Configuration > Layer 7 - Manual Configuraion.
For More information on configuring manual layer VPs please refer to Configuring Manual Virtual
Services.

Note

Logging - Set the required logging level for layer 7 servies. Logs are written to /var/log/haproxy.log.

Redispatch - Allows HAProxy to break persistence and redistrbute to working servers should failure occur.
Normally this setting should not require changing.

Connection Timeout - HAProxy connection timeout in milliseconds. Thissetting should normally not require
changing.

Client Timeout - HAProxy client timeout in milliseconds. This seiing should normally not require changing.
Real Server Timeout - HAProxy Real Server timeout in milliseconds. Tlsi setting should not require changing.

Maximum Connections - HAProxy maximum concurrent connections. This sdtng should not require changing,
unless you are running a high volume site. See alsavlaximum Connections for a Virtual Service (HAProxy

Abort on Close - Abort connections when users close their connecton. Recommended as the probability for a
closed input channel to represent a user hitting the 'STOP' button is close to 100%.

Transparent Proxy - Enable TProxy support for Layer 7 HAProxy. TPrgxsupport is required in order for the Real

Servers behind a layer 7 HAProxy configuration to ge the client source IP address. The load balancemust be in a

NAT configuration (internal and external subnets) vith the Real Servers using an IP address on the lod balancer
(preferably a floating IP) as their default gateway Can be used on its own or in combination with Pound TProxy.

TProxy must be enabled at the VIP level. This is &hange from previous versions where enabling
it here would enable it for ALL layer 7 VIPs. To eable TProxy at the VIP level, click Modify next to
Note the VIP in question, scroll down to the Other secton and click [Advanced], then enable (check)
Transparent Proxy. Setting this at the VIP level Wi also automatically set the Transparent Proxy
option here. For more information on using TProxy pease refer to Transparency at Layer 7
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Since the load balancer must be in a NAT configuraibn (i.e. VIPs & RIPs in different subnets and
default gateway on the Real Servers set as an IP oithe load balancer) to utilize TProxy, itOs not
Note always an appropriate solution. In situations suchas this, itOs also possible to use the X-
forwarded-for header with layer 7 Virtual Services.Most web servers can then be configured to
record the X-Forwarded-For IP address in the log fes.

For details on how to enable X-Forwarded-For heades, please clickhere. For details on how to
Note enable X-Forwarded-For headers in Apache please reér to our Apache blog, For details on how
to enable X-Forwarded-For headers in IIS please redr to our IIS blog.

Disable On Start - HAProxy brings up all real servers in the UP stte after the restart. Enabling this option will bring
the real servers up in MAINT mode stopping any conrections to them. The init script will then return the real
servers back to their previous state pre reload/redart. The init script can do this without this opton enabled but
while waiting for the init script to get to each service to set the state the real server will be accepting traffic. So itOs
recommended that you use this with large deployments, or if you just want to stop connections before he the
previous state has been returned.

Interval - Interval between health checks. This is the timeinterval between Real Server health checks in
milliseconds.

Rise - Number of health checks to Rise. The number of psitive health checks required before re-activating a Real
Server.

Fall - Number of health checks to Fall. The number of regative health checks required before deactivating a Real
Server.

Slow Start Time - To minimize the thundering heard effect of a red server recovering from a health check failure
getting overwhelmed with all its old users attempting to reconnect at once. This timer will graduallyincrease the
connections for a period set by this value until the end of the timer is reached at which point the server will be
running at normal capacity.

Note If the feed back agent is enabled, the slowstart tme MUST be greater than the Interval value.

Feedback Agent Interval - The time in milliseconds between each feedback ayent check from HAProxy to the
feedback agent.

Advanced Stats - Enable/disable additional actions available on he HAProxy stats page.
Request Buffer Length - Set the health check buffer length in bytes.

Note Changing this value will effect the performance ofHAProxy. Do not make changes unless you
know exactly what you are doing.

Lower values allow more sessions to coexist in thesame amount of RAM, and higher values allow some

applications with very large cookies to work. The default value is 16384 bytes. It is strongly recommaded not to

change this from the default value, as very low valies will break some services such as statistics, ad values larger

than the default size will increase memory usage, @ssibly causing the system to run out of memory. Adninistrators

should consider reducing the Maximum Connections paameter if the request buffer is increased.

Header Buffer Length - Set the header buffer length, in bytes The heade buffer is a section of the request buffer,
reserved for the addition and rewriting of request headers. The default value is 1024 bytes. Most apptations will
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only require a small header buffer, as few headersare added or rewritten.

Persistence Table Replication - When enabled, HAProxyOs persistence tables areplicated to the Secondary
device.

Replication Port - Set the TCP port to use for persistence table rglication. The default port is TCP 7778.
eMail Alert From - Set the 'from address' for email alerts.

eMail Alert To - Set the 'to address' for email alerts.

eMail Server Address - Set the email server address as either an IP adess or FQDN.

eMail Server Port - Set the email server TCP port.

For more information on configuring email alerts, gease refer to Configuring Email Alerts for

Note . .
Virtual Services

Enable Multi-threading - This can improve performance if limits are beingreached.

Default Number of Threads - Let the appliance choose a sensible number of waker threads. By default this will be
be the same as the number of cores available when HAProxy starts or reloads.

Number of Threads - Be aware that starting too many threads will hae a detrimental affect on performance.
Leaving this field blank will have the same effectas selecting default number of threads.

Multi-threading is enabled by default and the number of threads is auto set based on the number

Note of detected CPUs / vCPUSs.

Enable Prometheus Exporter - Enable the Prometheus exporter for HAProxy. Theend point will be mapped to
/lbadmin/stats/I7prometheus/ on the WebUI.

Floating IPs

In order for the load balancer to function, the unt must physically own the Virtual IP address that e clients are
accessing before they get re-directed to a Real Sewer in the cluster. When new layer 4 or layer 7 Vitual Services
(VIPs) are created, Floating IPs are added automatally and can be viewed using the WebUI menu option Cluster
Configuration > Floating IPs

ItOs also possible to manually define floating IPrequired, this is normally only required when manually configuring
firewall marks or when using layer 4 NAT mode or TlPoxy where in both cases the load balancer must bethe

default gateway for the Real Servers.

The Floating IPs are controlled by heartbeat to ensire that only one of the load balancer applianceOgnormally the
Primary) owns the Floating IP(s) at any time.

To manually add a Floating IP:

1. Using the WebUI, navigate to:Cluster Configuration > Floating IPs
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2. Specify the new floating IP.
3. Click Add Floating IP.

When using a clustered pair, ensure that the Secondry also has a static IP address assigned
Note thatOs in the same subnet as the floating IP beingdded. Failure to do so will result in
heartbeat issues during a failover.

Note To disable a floating IP address and bring the IP dwn, use the relevant Disable button. The
Disable button will be replaced with an Enable button to bring it back up when required.
Floating IPs are not deleted automatically when Vitual Services are removed or the IP

Note . .
address is changed, this must be done manually.

SSL Termination

Concepts
SSL termination can be handled in the following wa:

1. On the Real Servers (recommended) - ak&SL Pass-through
2. On the load balancer - akaSSL Offloading.

3. On the load balancer with re-encryption to the backend servers - akaSSL Bridging.

The following sections describe each method.

SSL Termination on the Real Servers (SSL Pass-thrgh)

In this case SSL certificates are installed on eactReal Server in the normal way. Data is encryptedrbm client to
server. This provides full end-to-end data encrypton as shown in the diagram above.
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Notes
1. This is our recommended solution. SSL termination o the load balancer (SSL Offload) can be very CPU
intensive and in most cases, for a scalable solutia, terminating SSL on the Real Servers is the besbption.
2. 1tOs not possible to use HTTP cookie persistence asell as other layer 7 techniques that control howtraffic is

sent to the Real Servers because all data is encryped as it passes through the load balancer.

The load balancer is configured with a VIP that lisens on HTTPS port 443 and distributes inbound requests to the
Real Servers on port 443 as shown below:

A fairly common configuration is to include port 80 in the VIPs definition and also enable persistence This ensures
that both HTTP and HTTPS requests from a particulaclient are always sent to the same Real Server ashown
below:

SSL Termination on the Load Balancer (SSL Offloadq)

Note SSL termination on the load balancer can be very CB intensive. In most cases, for a scalable
solution, terminating SSL on the Real Servers is th best option.

Note If you require SSL bridging where the data is re-emrypted from the load balancer to the backend
servers, please refer toSSL Termination on the Load Balancer with Re-encryfion (SSL Bridging)

SSL Termination can be configured using STunnel, Pond and HAProxy.
Using STunnel or Pound to Terminate SSL

Here, either an STunnel or Pound SSL Virtual Servieis used to decrypt the traffic. Once decrypted, raffic is
passed to a second VIP which handles the load balarcing between the backend servers as shown below.
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Notes

1. By default, a self-signed certificate is used for he new VIP. Certificates can be created or uploadedas
explained in Certificates.

2. The backend for the STunnel / Pound VIP can be a Lger 7 SNAT mode VIP, a Layer 4 NAT mode VIP or a
layer 4 SNAT mode VIP. Layer 4 DR mode cannot be wed since Pound & STunnel act as a proxy, and the ral
servers see requests with a source IP address of tie VIP. However, since the Real Servers believe thathey
own the VIP (due to the loopback adapter configuredto handle the ARP Problem) they are unable to reply to
Pound.

3. If alayer 7 SNAT mode VIP is used as the backendof the STunnel or Pound VIP, cookie based persistece as

well as all other layer 7 techniques can be used tocontrol traffic flow to the Real Servers.

Using HAProxy to Terminate SSL

Here, a single layer 7 SNAT mode VIP handles bothhe decryption and the load balancing between the backend
servers as shown below.

Notes

1. By default, a self-signed certificate is used for he new VIP. Certificates can be created or uploadedas
explained in Certificates.

2. Cookie based persistence as well as all other layer7 techniques can be used to control traffic flow © the Real
Servers.

Certificates
If you already have an SSL certificate in either PK or PEM file format, this can be uploaded to the bad balancer
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using the certificate upload option as explained in Uploading Certificates. Alternatively, you can create a Certificate
Signing Request (CSR) and send this to your CA toreate a new certificate, or you can create a localy signed
custom certificate.

Generating a CSR on the Load Balancer
CSRs can be generated on the load balancer to applyfor a certificate from your chosen CA.

To generate a CSR:

1. Using the WebUI, navigate to:Cluster Configuration > SSL Certificates

2. Click Add a new SSL Certificate & select Create a New SSL Certificate (CSR)

3. Enter a suitableLabel (name) for the certificate.

4. Populate the remaining fields according to your requirements.
Note To specify multiple SANs, separate each name with e&comma.

5. Once all fields are complete click Create.

6. To view the CSR clickModify next to the new certificate, then expand the Certificate Signing Request (CSR)
section.

7. Copy the CSR and send this to your chosen CA.

8. Once received, copy/paste your signed certificate into the Your Certificate section.
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9. Intermediate and root certificates can be copied/pasted into the Intermediate Certificate and Root Certificate
sections as required.

10. Click Update to complete the process.

Generating a Self Signed Custom Certificate on theLoad Balancer

To generate a Self Signed Certificate:

1. Using the WebUI, navigate to:Cluster Configuration > SSL Certificates
2. Click Add a new SSL Certificate & select Create a new Self-Signed SSL Certificate
3. Enter a suitable Label (hame) for the certificate.

4. Populate the remaining fields according to your requirements.
Note To specify multiple SANs, separate each name with e&comma.
5. Once all fields are complete click Create.

Uploading Certificates
Certificates in either PEM or PFX formats can be ulpaded to the load balancer.

To upload a Certificate:

1. Using the WebUI, navigate to:Cluster Configuration > SSL Certificates
2. Click Add a new SSL Certificate & select Upload prepared PEM/PFX file
3. Enter a suitable Label (name) for the certificate.

4. Browse to and select the certificate file to upload (PEM or PFX format).
5. Enter the password , if applicable.

6. Click Upload Certificate, if successful, a message similar to the followingwill be displayed:

If your Primary & Secondary are correctly configurel as a clustered pair, when you upload
Note the certificate file to the Primary, the file willbe automatically copied over to the Secondary
unit.

1tOs important to backup all your certificates. Thican be done via the WebUI from

Note _ )
Maintenance > Backup & Restore > Download SSL Cerficates.

Exporting PFX Certificates from Windows Servers

When exporting certificates from Windows servers, nake sure that Yes, export the private key is selected, this will
enable the output format to be PFX. Also make surethat Include all certificates in the certification path if possible is
selected.

Creating a PEM file
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Using a text editor such as vi or vim under Linux @ Notepad under Windows, create an empty file (e.g.pem.txt)
then copy/paste the entire contents of each of the following items into this file in the order listed below:

© Private Key

+ SSL Certificate

+ Intermediate Certificate

- Root CA Certificate

Make sure you include the beginning and end tags. The resulting file should look similar to the following:

(the contents of your Private Key goes here)
----- END PRIVATE KEY-----

(the contents of your SSL Certificate goes here)
----- END CERTIFICATE-----

(the contents of your Intermediate Certificate goes here)
----- END CERTIFICATE-----

(the contents of your Root Certificate goes here)
----- END CERTIFICATE-----

Once created, the file can be uploaded to the load balancer.

Converting between certificate formats

In some circumstances it may be required to manualy convert certificates between formats. In these caes,
OpenSSL can be used. OpenSSL is included on the apliance and is typically included by default in Linw
distributions. For Windows, it can be downloadedhere. Once installed, youOll have an OpenSSL directotgcated
on your filesystem (by default C:\OpenSSL). To uséhe program, open a command window, navigate to thelocation
where it was installed (by default C:\OpenSSL\bin}hen run the required command as shown below.

Converting PFX certificates to PEM format

openssl pkes12 -in file.pfx -nodes -out file.pem

Converting .cer certificates to PEM format

openssl x509 -in file.cer -inform DER -out file.pem -outform PEM

Converting an Encrypted Private Key to an Unencrypted Key

If a password has been included in the private key,this should be removed before it is used with your PEM file. This
can be done using the following command:

openssl rsa -in encrypted-server.key -out unencrypted-server.key

LetOs Encrypt

Lets Encrypt is s zero cost Certificate Authority &r HTTPS encryption, now trusted by all major rootprograms,
including Google, Microsoft, Apple, Mozilla and Orale. Used in conjunction with freely available took it provides
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automatic enrollment/renewal, simple cert creation,negating validation emails and manual configuratian.

For much more information, please refer to our Let©encrypt introductory blog and also the follow up blog that
details the Ib-letsencrypt.sh script and how to use it.

Creating a SSL Termination

STunnel is used by default for all new SSL terminaons. If you want to use Pound or HAProxy, youOleed to set the
SSL Operating Modeto Custom as described in SSL Operation Mode - Custom

To add a SSL Termination:

1. Using the WebUI, navigate to:Cluster Configuration > SSL Termination

2. Click Add a new Virtual Service.

3. Set the Associated Virtual Service to the required value:
a. If you leave it set toNone:
- Enter the required Label (name) for the Virtual Service.
- Enter the required Virtual Service IP Address
 Enter the required Virtual Service Port- typically 443.

 Enter the required Backend IP Address- This is normally the same IP address as the Vidal Service
IP address but can be any valid IP. The IP addresspecified must correspond to a Layer 7 SNAT
mode VIP or a Layer 4 NAT / SNAT mode VIP. Unencrytpd traffic will be sent here for load
balancing.

 Enter the required backend Virtual Service Port - typically 80.
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Select the required SSL Operation Mode:
Note For more information see SSL Operation Mode

+ High Security - Configure the STunnel VIP for high security
+ FIPS Compliant- Configure the STunnel VIP for FIPS compliance
 High Compatibility - Configure the STunnel VIP for high compatibility

+ Custom - All settings can be configured manually
Note For more information see SSL Operation Mode - Custom

Select the required SSL Certificate

Set the required Source IP Address- by default the Virtual Service IP Addressis used but this can be
changed to any other address owned by the load balancer if required.

Configure Enable Proxy Protocol -If you wish to use HAProxy and the Proxy Protocothis option
needs to be enabled (checked) to allow SSL terminaibn on the load balancer whilst passing the
clientOs IP address to the Real Servers. This opti@nly enables a Proxy ACL Rule on a Single
STunnel VIP.

+ Configure Bind Proxy Protocol to L7 VIP 4f Enable Proxy Protocolis enabled, selecting a layer 7
Virtual service here configures the layer 7 serviceto expect the proxy protocol from this STunnel
service. This enables the layer 7 service to passtie clients IP in a X-Forwarded-For header or with
TProxy while still accepting HTTP traffic on the sane port (for more information please refer to
Transparency at Layer 3. Note that manually defined layer 7 configuratiors are not included in the
drop-down.

b. If you select a particular VIP where you want to foward the unencrypted STunnel traffic:
Enter the required Label (name) for the Virtual Service.

The label will be auto configured based on the Associated Virtual Service

Note
selected. This can be edited if required.

 Enter the required Virtual Service Port- typically 443.
Select the required SSL Operation Mode:
Note For more information see SSL Operation Mode

+ High Security - Configure the STunnel VIP for high security
* FIPS Compliant- Configure the STunnel VIP for FIPS compliance
+ High Compatibility - Configure the STunnel VIP for high compatibility

+ Custom - All settings can be configured manually
Note For more information see SSL Operation Mode - Custom
+ Select the required SSL Certificate

4. Click Update to create the new STunnel Virtual Service.
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Once the SSL Termination is created, the associated/IP will be displayed with a padlock symbol in thesystem

overview as shown below:

SSL Operation Mode

The following STunnel settings are auto-configuredfor each SSL Operation Mode:

STunnel Setting

High Security

FIPS Compliant

High Compatibility

Disable SSLv3 Ciphers

Disable TLSv1.0 Ciphers

Disable TLSv1.1 Ciphers

Disable TLSv1.2 Ciphers

Disable TLSv1.3 Ciphers

Do Not Insert Empty Fragments

Delay DNS Lookups

Honor Cipher Order

Disable SSL Renegotiation

RRRR X XIS

RRRR X XIRRS

RIRRR X XXX S

The following SSL Ciphers are auto-configured for ech SSL Operation Mode:

High Security

ECDHE-ECDSA-AES256-GCM-SHA384:ECDHE-ECDSA-AES128-GCM-SHA256:DHE-RSA-AES256-GCM-SHA384:DHE-RSA-

AES128-GCM-SHA256:ECDHE-RSA-AES256-GCM-SHA384:ECDHE-RSA-AES128-GCM-SHA256

FIPS Compliant

ECDHE-RSA-AES256-GCM-SHA384:ECDHE-ECDSA-AES256-GCM-SHA384:ECDHE-RSA-AES256-SHA384:ECDHE-ECDSA-
AES256-SHA384:DHE-DSS-AES256-GCM-SHA384:DHE-RSA-AES256-GCM-SHA384:DHE-RSA-AES256-SHA256:DHE-
DSS-AES256-SHA256:AES256-GCM-SHA384:AES256-SHA256:ECDHE-RSA-AES128-GCM-SHA256:ECDHE-ECDSA-
AES128-GCM-SHA256:ECDHE-RSA-AES128-SHA256:ECDHE-ECDSA-AES128-SHA256:DHE-DSS-AES128-GCM-
SHA256:DHE-RSA-AES128-GCM-SHA256:DHE-RSA-AES128-SHA256:DHE-DSS-AES128-SHA256:AES128-GCM-
SHA256:AES128-SHA256:AES256-SHA:AES128-SHA

High Compatibility

ECDHE-RSA-AES256-GCM-SHA384:ECDHE-RSA-AES128-GCM-SHA256:AES128-GCM-SHA256:AES256-
SHA256:AES128-SHA256:AES256-SHA:AES128-SHA:DHE-RSA-AES256-SHA256

Custom (Initial Setting)
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ECDHE-RSA-AES256-GCM-SHA384:ECDHE-RSA-AES128-GCM-SHA256:AES128-GCM-SHA256:AES256-
SHA256:AES128-SHA256:AES256-SHA:AES128-SHA:DHE-RSA-AES256-SHA256

SSL Operation Mode - Custom
If you set the SSL Operating Modeto Custom the following SSL/TLS settings can be configured nanually:

1. Ciphers to use - the default is:

AW

ol

ECDHE-RSA-AES256-GCM-SHA384:ECDHE-RSA-AES128-GCM/A156:AES128-GCM-SHA256:AES256-
SHA256:AES128-SHA256:AES256-SHA:AES128-SHA:DHE-RSAES256-SHA256

This can be modified as required, or the field canbe cleared (blank) to allow all available ciphers ifot
recommended)

. Disable SSLv3 Ciphers- When checked this option disables all SSLv3 Ciphbrs.

. Disable TLSv1.0 Ciphers When checked this option disables all TLSv1.0 @hers.
. Disable TLSv1.1 CiphersWhen checked this option disables all TLSv1.1 ghers.

. Disable TLSv1.2 Ciphers When checked this option disables all TLSv1.2 @hers.
. Disable TLSv1.3 Ciphers When checked this option disables all TLSv1.3 @hers.

. SSL Terminator- the options are STunnel, HAProxy or Pound.

a. If STunnel is selected:

Do not Insert Empty Fragments- This option should be enabled (checked) to ensue mitigation of
both the BEAST and CRIME MITM attacks. It is alsequired for PCI Testing.

Delay DNS Lookups -This option is useful for dynamic DNS, or when DNSs not available during
STunnel startup (road warrior VPN, dial-up configuations).

Honor Cipher Order - When choosing a cipher during an SSLv3 or TLSv1 malshake, normally the
clientOs preference is used. If this directive isreabled, the serverOs preference will be used insted

Disable SSL Renegotiation -Applications of the SSL renegotiation include someauthentication
scenarios, or re-keying long lasting connections. On the other hand this feature can facilitate a trival
CPU-exhaustion DoS attack. This option should be eabled (checked) to mitigate the BEAST Attack.

Time to Close -Configure the global client response timeout in seconds. This setting should not
require changing.

b. If HAProxy is selected:

Note To use HAProxy for SSL termination, theAssociated Virtual Service field must be set to
a layer 7 VIP.

CA Certificate - If you want to use client certificate authenticdion, set the relevant CA here.

To configure a CA Certificate, create a PEM file with the complete CA certifica
chain and private key, then use the WebUI menu opton: Cluster Configuration >
Note CA Certificate Familiesto define a new CA Certificate Family and upload he PEM
file. Multiple certificates can be associated witheach family, the first certificate is
activated by default.
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c. If Pound is selected:
Enable WebDAV Verbs -Selecting this option permits the use of the following commands:
+ Extended HTTP Requests: PUT, DELETE

+ Standard WebDAYV verbs: LOCK, UNLOCK, PROPFIND, PRR®TCH, SEARCH, MKCOL, MOVE,
COPY, OPTIONS, TRACE, MKACTIVITY, CHECKOUT, MEREERORT

© Microsoft WebDAV extensions: SUBSCRIBE, BPROPPATCPOLL, BMOVE, BCOPY, BDELETE,
CONNECT

© Header Field Name & Header Field Value - Use to define a custom Pound header.

- Rewrite HTTP Redirects 4f they point to the backend itself or to the listener (but with the wrong
protocol) the response will be changed to show the virtual host in the request.

 Honor Cipher Order - When choosing a cipher during an SSLv3 or TLSv1 malshake, normally the
clientOs preference is used. If this directive israbled, the serverOs preference will be used insted
This option should be enabled to mitigate the BEASTattack.

+ Client Cipher Renegotiation - Sets whether the client is allowed to renegotiate the cipher order. This
option should be set to "No Client Renegotiation" b mitigate the BEAST attack. The options are:

 No Client Renegotiation - no client renegotiation will be honored
 Secure Renegotiation - secure renegotiation will behonored

+ Insecure Renegotiation - insecure renegotiation wil be honored

Server Name Indication (SNI)

Server Name Indication (SNI) rules can be configure for STunnel VIPs. SNI is an extension to the TL$rotocol
which allows a client to indicate which hostname itis attempting to connect to at the start of the handshaking
process. This allows the load balancer to present nultiple secure websites on the same IP address andport, but
with different certificates. The following section provides more details on configuring SNI.

Configuring Server Name Indication (SNI) Rules
SNI matching allows traffic to be sent to differentbackend Virtual Services based on the FQDN requesgd. SNI
rules can be configured after the STunnel VIP is ceated.

To configure SNI rules:

1. Using the WebUI, navigate to:Cluster Configuration > SSL Termination
2. Click Modify next to the relevant STunnel VIP.

3. Scroll to the bottom of the screen and click New SNI Rule
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4. Enter a suitable Friendly Name for the new Rule, e.g.rulel
5. Enter the required SNI to Match e.g. www.loadbalancer.org .
6. Select the required SSL Certificate

7. Use the Associated Virtual Service drop-down to select the required Virtual Service, or select Custom and
enter the required Backend IP Addressand Backend Virtual Service Portand configure the Enable Proxy
Protocol checkbox according to your requirements.

8. Click Add Rule.
9. Repeat the above steps to add additional rules.

10. Once the rules are added, theyOre displayed in asi under the Current SNI Rulessection as shown in the
example below:

11.Modify or Delete SNI rules using the buttons proviced.
12. To apply the new settings, restart STunnel using tle Reload STunnelbutton at the top of the screen.

13. Once SNI rules have been configured for a particula STunnel VIP, this is indicated next to the STunnkVIP
name as shown below:

SSL Termination on the Load Balancer with Re-encryfion (SSL Bridging)

Note SSL termination on the load balancer can be very CB intensive. In most cases, for a scalable
solution, terminating SSL on the Real Servers is th best option.

Note For information on configuring SSL termination, plese refer to SSL Termination on the Load
Balancer (SSL Offloading)

Using STunnel or Pound to Terminate SSL
Here, SSL is terminated using STunnel or Pound andks then passed to a layer 7 VIP. Traffic is encrymd from the
client to the load balancer and is encrypted from the load balancer to the backend servers as shown bdow.
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Using HAProxy to Terminate SSL

Here, SSL is terminated using HAProxy. In this casea single layer 7 SNAT mode VIP is all that is requed to provide
encryption from the client to the load balancer and from the load balancer to the backend servers as siown below.

Notes

1. Backend encryption can be enabled for the entire VIP and all associated Real Servers using the VIP ojin
Enable Backend encryption or per Real Server using theRe-Encrypt to Backendoption as detailed below.

To enable re-encryption at the Virtual Service level:

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Virtual Servers

2. Click Modify next to relevant Virtual Service.

3. Scroll down to the SSLsection and check (enable) theEnable Backend Encryption checkbox.

4. Click Update - youOll be asked if you want to apply the settingp all existing backend servers - clickOK or
Cancel as required.

Note The new setting will automatically apply to all newReal Servers added.

To enable re-encryption at the Real Server level:
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1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Real Servers

2. Click Modify next to relevant Real Server.

3. Check (enable) the optionRe-Encrypt to Backend
4. Click Update.

SSL - Advanced Configuration

Pound Global Settings

Lock Pound Configuration - When enabled it will stop the user interface overwriting the configuration files so
manual changes can be made.

Logging - Activate detailed logging of the Pound SSL termindion service. When activated the Pound log is writen
to /var/log/poundssl.log .

Client Timeout - Configure the global client response timeout in seconds. This setting should not require changing.
The default is 30 seconds.

Global Server Timeout - Configure the global Real Server response timeoutin seconds. This setting should not
require changing.

Ulimit - This setting will change the maximum number of fié descriptors available to the pound process. The
default is 81000.

Process Threads - Start the Pound process with X number of threads Note that these threads are allocated at start
so if youOre not using them they will take up memgrneedlessly. The default is 250.

Transparent Proxy - Enable TProxy support in Pound SSL. The combinatio of Pound, TProxy, and HAProxy allows
SSL termination on the load balancer whilst passinghe clientOs IP address to the Real Servers. Ttoption also
automatically enables TProxy for HAProxy.

One consequence of using Transparent Proxy with boh Pound and HAProxy is that you can no
longer access the HAProxy Virtual Service directly With transparency turned on, HAProxy will
only accept traffic from Pound. One way to get arownd this is to configure the HAProxy VIP to
listen on 2 ports. One will listen on port 80, and be your standard HTTP service. The other will
listen on a different port - 81 for example, and wl be the destination for traffic from Pound. For

Note
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more information please refer to Transparency at Layer 7

STunnel Global Settings

Debug Level - Option to set the debugging level for all STunnel Services. The Debug Level is a one of the syslog
level names or numbers emergency (0), Alert (1), @ical (2), err (3), Warning (4), Notice (5), Infortion (6), or Debug
(7). The higher the number the more detail will becontained in the STunnel Logs.

Disable Nagle Algorithm - With this option ticked (enabled) the Nagle Algaithm will be disabled. More details can
be found in RFC 896.

Enable FIPS 140-2 Mode- FIPS (Federal Information Processing Standardsgre a set of standards that describe
document processing, encryption algorithms and other information technology standards for use within non-military
government agencies and by government contractors and vendors who work with the agencies. Check to enable
FIPS 140-2 mode for STunnel.

HTTP to HTTPS Redirection

The appliance supports the ability to force HTTP toHTTPS redirection. This can be achieved both when
terminating SSL on the Real Servers and when offloding SSL on the load balancer as described in the 6llowing
sections.

When Terminating SSL on the Real Servers
This method requires 2 VIPs.

VIP 1 & VIP 2 are configured on the samdP address for HTTP/HTTPS client connections
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+ VIP 1- This is a layer 7 HTTP mode VIP that listens oport 80 and redirects all requests to VIP2. It hasthe
option Force to HTTPSenabled.

Note | VIP1 does not require any Real Servers to be configred.

VIP1 will show purple/green in the System OverviewThis when Force to HTTPSis enabled and

Note .
when no Real Servers are configured.

+ VIP 2 - This is a layer 7 TCP mode VIP that listens ongrt 443 and load balances connections between Web 1
& Web 2.

VIP 1 Redirect Configuration

Click Modify next to the VIP, enable theOther (Advanced) > Force to HTTPSption, and set the redirect code as
required as shown in the example below:

Note | The Force to HTTPSoption is only available when the VIP is in HTTP rade.
Note | ItOs not possible to enable TProxy when using thisonfiguration.

When Terminating SSL on the Load Balancer

Using STunnel or Pound
This method requires 2 VIPs.

VIP 1 & VIP 2 are configured on the samdP address for HTTP/HTTPS client connections

+ VIP 1- This is a Pound or STunnel VIP that listens onqrt 443, terminates the SSL connection and then
forwards the decrypted HTTP connections to VIP2 onport 80.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 163



+ VIP 2-This is a layer 7 HTTP mode VIP that listens oport 80 and load balances connections between Web 1
& Web 2. It has the optionForce to HTTPSenabled which redirects the HTTP client connectiors (see below).

VIP 2 Redirect Configuration

Click Modify next to the VIP, enable theOther (Advanced) > Force to HTTP®ption, and set the redirect code as
required as shown in the example below:

Note | The Force to HTTPSoption is only available when the VIP is in HTTP rade.
Note | ItOs not possible to enable TProxy when using thisonfiguration.

If you want to re-encrypt the data from the load bdancer to the Real Server, enable theRe-
Note encrypt to Backend option for the each Real Server. For more informabn on using this option
please refer to SSL Termination on the Load Balancer with Re-encryfion (SSL Bridging)

Using HAProxy
This method requires 1 VIP.

+ VIP 1- This is a Layer 7 SNAT mode VIP configured in HTP mode. It listens on port 80 and load balances tle
decrypted HTTP requests to Web 1 & Web 2. It is atsconfigured to handle the SSL termination.

VIP 1 Redirect Configuration

Click Modify next to the VIP, enable theOther (Advanced) > Force to HTTPSption, and set the redirect code as
required as shown in the example below:
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Note | The Force to HTTPSoption is only available when the VIP is in HTTP rade.
Note | It is possible to enable TProxy when using this corfiguration.

If you want to re-encrypt the data from the load bdancer to the Real Server, enable theRe-
Note encrypt to Backend option for the each Real Server. For more informabn on using this option
please refer to SSL Termination on the Load Balancer with Re-encryfion (SSL Bridging)

Server Feedback Agent

The load balancer can modify the weight (amount oftraffic) of each server by gathering data from eitker a custom
agent or an HTTP server. For layer 4 VIPs the feedack method can be set to either agent or HTTP, forLayer 7
VIPs, only the agent method is supported.

A telnet to port 3333 on a Real Server with the agent installed will return the current idle stats asan integer value in
the range 0 - 100. The figure returned can be relaéd to CPU utilization, RAM usage or a combination dboth. This
can be configured using the XML configuration filelocated in the agents installation folder (by defaut
C:\ProgramData\LoadBalancer.org\LoadBalancer).

The load balancer typically expects a 0-99 integer response from the agent which by default relates tothe current
CPU idle state, e.g. a response of 92 would imply hat the Real Servers CPU is 92% idle. The load batacer will then
use the formula (92/100*requested_weight) to find he new optimized weight.

The 'Requested Weight' is the weight set in the Well| for each Real Server.
Note
For more information about the feedback agent please refer to this blog.

Windows Agent

The latest Windows feedback agent can be downloaded from here. To install the agent, runloadbalanceragent.msi
on each Real Server:
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Leave the default location or change according to your requirements, click Next.

Leave the default location or change according to your requirements, click Next.
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Click Install to start the installation process.

Click Finish.
Note The agent should be installed on all Real Serversri the cluster.
Starting the Agent
Once the installation has completed, youOll need tstart the service on the Real Servers. The servicés controlled
by the Feedback Agent monitor & control program that is also installed along with the Agent. This canbe accessed

on the Windows server from: Start> Loadbalancer.org > Loadbalancer.org Feedback Agent. 1tOs also possible to
start the service using the services snap-in - theservice is called LBCPUMon.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 167



 To start the service, click the Start button

© To stop the service, click the Stop button

Linux/Unix Agent
The Linux feedback agent files can be downloaded usng the following links:

readme file: https://downloads.loadbalancer.org/agent/linux/v4.1readme.txt
xinetd file: https://downloads.loadbalancer.org/agent/linux/v4.¥lb-feedback
feedback script: https://downloads.loadbalancer.org/agent/linux/v4.1lb-feedback.sh

Installation & Testing

Install xinetd:

apt-get install xinetd (if not already installed)

insert this line into /etc/services:

Ib-feedback 3333/tcp # Loadbalancer.org feedback daemon

then run the following commands:

cp Ib-feedback.sh /usr/bin/Ib-feedback.sh
chmod +x /usr/bin/Ib-feedback.sh

cp Ib-feedback /etc/xinetd.d/Ib-feedback
chmod 644 /etc/xinetd.d/Ib-feedback
/etc/init.d/xinetd restart

to test:

telnet 127.0.0.1 3333
Trying 127.0.0.1...
Connected to 127.0.0.1.
Escape character is "*]".
95%
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Connection closed by foreign host.

Note | The agent files must be installed on all Real Serves, not the load balancer.

Custom HTTP Agent

You can use any HTTP server responding on port 33330 give feedback information to the load balancer. The
format of this information must be an integer numbe of 0-100 without any header information. Using ths method,
you can generate a custom response based on your applications requirements.

Configuring VIPs To Use The Agent
As mentioned, both layer 4 and layer 7 VIPs can beconfigured to use the feedback agent. To Configure Virtual

Services to use Agent/HTTP Feedback follow the stefs below:
1. Using the WUI, navigate to:
Cluster Configuration > Layer 4 - Virtual ServicesOr
Cluster Configuration > Layer 7 - Virtual Services

2. Click Modify next to the relevant Virtual Service

3. Change the Feedback Method to either Agent or HTTP for layer 4 VIPs
4. Change the Feedback Method to Agent for layer 7 VIPs
5. Click Update

6. Reload/restart services as prompted

Global Server Load Balancing (GSLB)

GSLB enables traffic to be load balanced across mulple geographically dispersed servers. When used n
conjunction with the failover and high availability features of the appliance, GSLB enables highly avéable, multi-
site load balanced environments to be created. GSLBfunctionality is provided using the Open Source Polaris
GSLB

Key Concepts

GSLB enables the load balancer(s) to provide inteljent DNS responses to inbound client queries for ane or more
sub domains. The responses given depend on the heath of each endpoint and if Topology is configured, the
location of those endpoints relative to the client (see note below) making the request. Where GSLB isleployed
along side application load balancing, the endpoints are usually the VIPs that are configured at eactsite. Where
application load balancing is not used and only GSIB is configured, the endpoints are normally the Red Servers.

DNS delegation is used to delegate responsibility for the sub domain(s) to the GSLB service on the lod balancers.

Once delegated, it is the GSLB service on the loadbalancers that is responsible for providing the reponse to DNS
gueries for that sub domain.
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In a 2 site setup with an HA pair of load balancersin each site, once GSLB and DNS delegation are caectly
configured, the 4 load balancers act as intelligentname servers for the sub domains in question.

When topology is configured, it is the IP address d the clientOs local DNS server that is used to
determine relative location. Therefore, if multiple client sites use the same DNS server, itOs not be
possible for GSLB to distinguish between locations.If this is required, a local DNS server for each
client site must be configured.

Note

Key features

' Reliable health checking service supporting both TGP, HTTP(S) and custom external checks so that only
healthy members/endpoints are returned on lookups

+ Failover, round robin and also a topology method that directs clients to servers in the same location
+ Can return single or multiple (up to 1024) answerst once

+ Option to fallback to any healthy server or refusethe query

Note | For additional background and configuration information about GSLB, please refer to ourblog.

GSLB Configuration

GSLB is configured using the WebUI menu optionCluster Configuration > GSLB Configuration 4 tabs are used to
configure GSLB as illustrated below:

Global Names
Global Names are used to define the FQDNOs that GBLresponds to.

Members
Members, also known as OendpointsO are returneddiients in DNS responses.

Pools

A Pool links together a Global Name and the relevah members and also defines the health checks, timeats and
other settings that should be used.

Topologies

Topologies define how network subnets map to sites. In a multi-site deployment, this is used to definewhich site

clients should connect to under normal conditions.

The following table describes the options in each tab.
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Tab Setting Description

Global Names Name Name can be a combination of '0-9', 'a-z', 'A-Z',-" (dash), ' '
(underscore) or a'.' (dot).

Hostname A valid RFC 1123 hostname, for example www.exampleom

TTL TTL is how long to cache the (hosthame) DNS responsin
seconds. For example 3600 would be equal to 1 hour,minimum
value is "1" (1s).

Members Name Name can be a combination of '0-9', 'a-z', 'A-Z',-" (dash), "'
(underscore) or a "' (dot).

IP A valid IPv4 address for example 10.0.1.1

Monitor IP A valid IPv4 address for example 10.0.1.1

Weight Weight of the server, min: O (server is disabled)max: 10
Pools Name A Name can be a combination of '0-9', 'a-z', 'A-Z',-' (dash), '

(underscore) or a "' (dot).

Monitor The type of health check to use. The options are:

Monitor - HTTP Perform HTTP(S) GET, succeeds if response HTTP stetis 200
(or one of the codes specified in Monitor Expected codes).

 Monitor use SSL- Whether to use SSL, default is 'No' (false).

* Monitor Hostname - Hostname to supply in HTTP Host:
header, when using SSL this will also be suppliedn SNI,
default is "none".

 Monitor URL Path- A url path to request, appended after
the memberOs IP address, default is "/".

 Monitor Port - An integer between 1 and 65535, if value is
not provided, port 80 will be used with use_ssl set to false,
port 443 will be used with use_ssl set to true.

 Monitor Expected Codes - An array of HTTP codes to
match in a response for example "200", "301". Inpurange
is between 100 and 599.

Monitor - TCP Perform a TCP connect. (Optionally: send text, readesponse,
match a reg exp pattern).

' Monitor Port - see above.

 Monitor Send String - A string to send after connecting to a
socket, for example ‘check'.

 Monitor Match Return - A reg exp to match in response, for
example 'up’ (the reg exp compiles with re.IGNORECAE
flag set).
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Tab

Setting

Description

Monitor - Forced

Forces a member to be either UP or DOWN effectivelydisabling
the health checking.

 Monitor Status - A string, one of "up"” or "down", default is

up".

Monitor - External

Will run the script selected in the Monitor Script drop-down. The
check will receive the IP address of the member theport and
any additional arguments that are passed. If a 'moitor result' is
set the check will be deemed a success if the scrig returns the
configured string. If there is no 'monitor result'the exit code will
be used.

+ Monitor Port - see above.

+ Monitor Script - Specify the script to use.

 Monitor Parameters - A single or double quoted, comma
separated list of additional parameters you may wis to
pass in. This value is not required.

The parameters that are passed into the
shell script are as follows:

1 = pool member IP address
Note $ P

$2 = monitor port

$3 and onwards are taken fron
Monitor Parameters

* Monitor Result- A string to match in the response, for
example 'success'.

For more details on adding additional
Note healthcheck scripts, please refer to External
Health Check Scripts (GSLB)

Monitor - External
Dynamic Weight

+ This will dynamically adjust the weight based on the output
of the health check script. It should output between 0 and
10, 10 being of the highest priority and 0 being ofline and
removed from the pool. The exit code should be 0 atall
times, anything else will report as a health checkfailure.

- Monitor Port - see above.
Monitor Script - see above.
Monitor Parameters - see above.
For more details on adding additional

Note healthcheck scripts, please refer to External
Health Check Scripts (GSLB)
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Tab

Setting

Description

LB Method

The load balancing method to use. The options are:

- wrr - Weighted round robin, round robin with weighting

* twrr - Topology weighted round robin, as above but the
topology file is also considered to direct clients to end-
points in the same region/data center

+ fogroup - Failover group (active-backup), with this method
the first healthy end-point is handed out continuously
unless it becomes unhealthy, then, the next healthyend-
point is used, etc.

Global Names

A Pool can be associated with one or more global nanes, a pool
requires at least one global name. Press "CTRL" andclick" to
select multiple "globalnames”.

Members

A pool must have at least one endpoint member. Dragand drop
the endpoints.

If the load balancing method is set to fogroup,
the order that the members are added should
be the same as the order in which they are
used.

Note

Pools (Advanced)

Monitor Interval

In seconds, min: 1, max: 3600

Monitor Timeout

In milliseconds, min: 100 (0.1ms), max: 10000 (18conds)

Monitor Retries

Retry min: 0, max: 5, default is '0' no retries.

Fallback

Resolution behavior when all members of the pool ae DOWN.
The options are:

+ any - default, perform distribution among all the conigured
members with non-0 weight(ignore health status)

- refuse - refuse all queries Note: fallback is set to "any with
all member weights set to 0 will result in a NOERR®
response with no answer section data.

Max Addresses
Returned

Maximum number of A records to return in response large
responses will go over TCP min: "1", max: "1024"efault: "1".

External Health Check Scripts (GSLB)
Custom GSLB health checks can be created and modiéd using the WebUI.

Adding Health Check Scripts
New scripts can be created either by using the scrpt templates or by uploading files from an external source.

Using Script Templates

To Create a new Script From Template:

1. Using the WebUI, navigate toCluster Configuration > Health Check Scriptsand click Add New Health Check.

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual 173



2. Specify an appropriate Name for the health check, e.g. GSLB-Custom-Check

3. Set Type to GSLB

4. Using the Template dropdown select an appropriate template from the GSLBsection of the list, e.g.Example.
5. Modify the script to suit your requirements.

6. Click Update.

Once the health check has been added, it will appea in the Health Check Scripts list as shown below:

The new script will also appear in theMonitor Script dropdown when Monitor for a Pool is set toExternal:
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Uploading External Files
To Create a new Script by Uploading an External Fié:

1. Using the WebUI, navigate toCluster Configuration > Health Check Scriptsand click Upload Existing Health

Check.

N

. Specify an appropriate Name for the health check, e.g. GSLB-London-Paris-Check
3. Set Type to GSLB
4

. Click the Choose File button next to Contents.

ol

. Browse to and select the required file, e.g.London-Paris-Check.sh

If you have an HA Pair and the secondary node requies a different health check, click the
Note Choose File button next to Secondary Node Contents and browse to and select the required
file.

(o2}

. If the file is binary, enable theFile is Binary checkbox - this will prevent the editor window being displayed.

~

. Click Update.

Once the health check has been added, it will appea in the Health Check Scripts list and in theMonitor Script
dropdown as explained in Using Script Templatesabove.

GSLB Multi-site Example

This example demonstrates the steps required to corfigure GSLB for a 2 site deployment. [tOs possibler this to
extended to encompass up to 16 sites.

Conceptual Overview

be

For multi-site deployments, GSLB functionality carbe used to provide high availability and location &ffinity across

multiple sites.

+ Clients across multiple sites use the same FQDN taaccess the load balanced service(s)

- Under normal operation, clients are directed to their siteOs local load balanced cluster (configuredsing
Topology)
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~ In the event that a siteOs load balanced service(snd/or load balancers are offline, then local clients are

automatically directed to a functioning load balanced cluster at another site

Explanation:

1. A client tries to access the load balanced serviceby using the serviceOs FQDN, in this example

AW

service.domain.com.

. The client sends a DNS lookup request forservice.domain.com to its local DNS server.
. The local siteOs DNS server has the domaservice.domain.com delegated to the load balancers.
. The DNS server sends a delegated DNS lookup requestfor service.domain.com to one of the load balancers.

. The load balancer that received the delegated DNS bokup request replies to the DNS server by servingup

the appropriate, local VIP address. For example, ithe request originated from the 10.0.0.0/24 subnetthen the
VIP in that subnet is served up. Likewise, if the equest originated from the 172.16.0.0/24 subnet tha the VIP
in that subnet is served up. As such, clients are avays directed to their local, on-site load balanced service,
provided that the on-site instance is online and awailable and topology has been correctly configured.

. The DNS server sends the delegated reply to the clent.

. The client connects to the load balanced service atservice.domain.com by using the local VIP address.

In the event that the load balanced cluster and/orload balancers at one site should completely
fail then local clients will be directed to the load balanced cluster at the other site and the servie

Note will continue to be available. This style of multisite failover is possible because the load

balancerOs GSLB functionality continuously healtthecks the service at each site. When the
service at a site is observed to be unavailable then that siteOs IP address is no longer served
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when responding to DNS queries.

Appliance Configuration

GSLB must be configured on the Primary appliance atach site. The GSLB configuration must be identichacross
all sites to ensure consistent DNS responses irresgctive of which load balancer responds. The followng steps

assume that an HA pair is already configured in eab site. For more information on configuring HA, please refer to
Chapter 9 - Appliance Clustering for HA

Step 1 B Configure the Global Name

1. Using the WebUI on the Primary appliance for data enter 1, navigate to:Cluster Configuration > GSLB
Configuration.

2. Select the Global Names tab.

3. Define the required Name and Hostname, in this example both are set toservice.domain.com.
4. Set the TTL as required, the default 0f30 seconds is appropriate in many cases.

5. Click Submit.
Step 2 B Configure the Members

1. Select the Members Tab.

2. Click the New Member button.
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3. In this example, 2 members must be created - one fo the VIP in Data Center 1 and the second for the WP in
Data Center 2. Enter aname for the first member, e.g.nodes-dcland specify the IP and Monitor IP, in this
example 10.0.0.10

4. Leave the weight setto 1
5. Click submit.

6. To create the second member, click theNew Member button again and define the second member fodes-
dc2) in the same way.

Step 3 B Configure the Pool

1. Select the Pools Tab.
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N

ol

Enter a suitable name for the Pool, in this exampleservice-nodes.

Set the monitor to TCP D this will perform a basic TCP port connect to vefy each member.
Set the monitor port to the required value, in this example80.

Set the LB Method to twrr (Topology Weighted Round Robin).

Select the required Global Name.

. Drag the required Members from the Available Membess list to the Members in Use list, in this examplenodes-

dcland nodes-dc2.

Click Submit.
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Step 4 B Configure the Topology

1. Select the Topologies Tab.

2. 2 Topologies must be created, one for Data Center land one for Data Center 2. Enter aName for the first
Topology, e.g. datacenterl and specify the IP/CIDR in this example 10.0.0.0/24.

3. Click Submit.

4. To create the second Topology, click the New Topology button and define the second topology (datacenter2)
in the same way.

Since this example has 2 data centers with an HA p& in each, you now also need to configure
Note GSLB in the same way for the second pair using theNVebUI on the Primary appliance in data
center 2 ensuring that the configuration is identical.

DNS Server Configuration
Once GSLB has been configured at both sites and igdentical, the local DNS server at each site musthen be

configured for GSLB.

The DNS server at each site must be configured to @&legate DNS requests for the subdomain in question(in this
case service.domain.com) to the load balancers. The load balancerOs GSLBrwices will then serve the appropriate
A records to the DNS servers and then back to the d¢ient making the request.

Using the example presented here, the DNS server ateach site would be configured with a delegation for the
subdomain service.domain.com. The subdomain would be delegated to every load baancer across every site,
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which provides multi-site redundancy.

The exact steps for creating a DNS delegation varybetween different DNS servers and are outside the sope of
this document. For further information, a blog postthat walks through creating a DNS delegation on aMicrosoft
DNS server in the context of setting up GSLB on ourappliance can be found here (see the section titled

ODelegating your subdomain to your GSLBs using MiosoftOs DNS ServerO).

GSLB Diagnostics

2 reports are available to view the current state of the running GSLB service. These reports are veryuseful when

first setting up GSLB and also when diagnosing anyissues. They are available via the WebUI menu optia: Reports.

GSLB Generic Stateb This report shows information about the runningconfiguration of GSLB and also the health

state of each member/endpoint.

Example:

"timestamp" 1658309678.8496737
"globalnames" :{
"service.domain.com" {
"pool_name" : "service-nodes"
"name" : "service.domain.com"
""" ;30
}

"pools" :{
"service-nodes" |
"last_status" . true ,
"max_addrs_returned" :1,
"members" : [

"name" : "nodes-dcl"
"status" . true ,
"ip" : "10.0.0.10" ,
"weight" = 1,
"region” : "None" ,

"retries_|left" D2
"monitor_ip"

"name" : "nodes-dc2"
"status" : false ,
"ip" @ "172.16.0.10"
weight" : 1,
"region" : "None" ,

ocket.connect()" 0

"retries_left" 0

"name" : "service-nodes" ,
"monitor"  : {
"send_string" . "None" ,
"timeout" : 5,
"name" : "tcp" ,
"match_re" : "None" ,
"retries" T2,
"interval" : 10,
"port” : 80

"fallback" : Many"
"Ib_method" : "twrr"

= [TO[TH [T MO [T [TH [T T [T TH [T TP MO TH TP TP MO M @ [T [T [T [TH [T [T [T [TH [T [T [T [TH [T [T [T [TH [T [T [T [TH [TH [T [T [TH [T [T [T [T [Th [T

"status_reason" : "monitor

"10.0.0.10"

"status_reason" . "OSError

"monitor_ip" : '.'172’.16.0.10"

passed" ,

[Errno

113]

No route

to

host

during
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This shows that:

© Member 10.0.0.10 is passing its health check
© Member 172.16.0.10 is failing its health check

© The running configuration matches the settings confgured in the WebUI

GSLB PPDNS Stateb This report shows information about the runningconfiguration of GSLB and also shows which
results will be returned to inbound queries based on the current state of all members/endpoints.

Example:

{E "timestamp” . 1658309678.9508624
E  "pools" :{

E "service-nodes" o

E "Ib_method" : "twrr"

E "max_addrs_returned" o1,
E "status" : true ,

E “fallback”  : "any" ,

E "dist_tables" o

E " default"  :{

E “index" : O,

E "num_unique_addrs" @ 1,
E “rotation” [

E "10.0.0.10"

E ]

E }

E )

E )

E L

E  "globalnames" :{

E "service.domain.com” 2

E “pool_name" : “service-nodes"
E "' 30

E )

E}

}

This shows that:

+ Only member 10.0.0.10 is currently in the rotatiorof addresses being returned because as shown in theGSLB
Generic State example above, member 172.16.0.10 is failing itselalth check

+ The running configuration matches the settings configured in the WebUI

If you want to configure a multi-site load balanceddeployment using GSLB and require further

Note . . .
assistance, please donOt hesitate to contactupport@loadbalancer.org

Configuring the Appliance via CLI, API & Direct Sevice Calls

A command line interface (CLI) is included that enbles the appliance to be configured and controlled directly from
the command line. A JSON based Application Programnng Interface (API) is also provided that enables CI
commands to be called via a Web Service. The API is wrapper around the CLI, so any CLI command canlao be
called using the API.

ItOs also possible to directly control layer 4 anthyer 7 services, although the disadvantage here isthat changes

made will not be reflected in the System Overview.If changes are made via the CLI or API, the Syster@verview is
kept in sync.
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Command Line Interface (CLI)

All CLI actions are invoked using thelbcli command. To obtain help for Ibcli, run the followhg command:

Ibcli --help

A summary of all help options is displayed:

Ibcli --help sections list help sections.

Ibcli --help all show help for all actions.

Ibcli --help [act]  show help for action [act].

Ibcli --help about  show information about LBCLI.

LBCLI Command Reference
Add an ACL rule

Ibcli add-acl
or
Ibcli --action acl --function add

Adds an ACL rule to the specified layer 7 virtual grvice. If allow-duplicates is on then the new ACLwill always be

appended even if there is an existing, matching ACLdefined already.

Required Arguments

--vip expects an argument of type existing-17-vip
--allow-duplicates expects an argument of type bool defaults to off
--bool argument should be one of equal or notEqual defaults
E to equal

--denystatus argument should be one of 200, 400, 403, 405, 408,
E 425, 429, 500, 502, 503 or 504 defaults to 403
--freetype expects an argument of type string defaults to
--headername expects an argument of type string defaults to
--location expects an argument of type string defaults to

--path expects an argument of type string defaults to /
--pathtype argument should be one of path_beg, path_end,

E path_reg, hdr_host, hdr_beg, query, src_blk, header,

E path, sni, ssl_sni, dst_port, flag or freetype

redirecttype  argument should be one of url_loc, url_pre, backend,
drop, none, use_server or flag

m»

Create a Certificate Signing Request

Ibcli add-csr
or
Ibcli --action termination --function csr --type certificate

Create a Certificate Signing Request. When --yes-am-sure on is specified this command will overwriteexisting

certificates.

Required Arguments

--country expects an argument of type string
--province expects an argument of type string
--City expects an argument of type string
--organisation expects an argument of type string
--unit expects an argument of type string
--domain expects an argument of type string
--email expects an argument of type string

--csrsize argument should be one of 2048 or 4096 defaults to 4096

--signalgorithm argument should be one of sha256 or sha256 defaults to
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E sha256
--csrname expects an argument of type string

Optional Arguments

--yes-i-am-sure expects an argument of type bool

Add a floating IP address

Ibcli add-floating-ip

Adds a floating IP to the cluster.

Required Arguments

--ip expects an argument of type ip

Add a global name

Ibcli add-gslb-globalname
or
Ibcli --action gslb --function add --section globalnames

Adds a GSLB global name.

Required Arguments

--name  expects an argument of type string
--hostname expects an argument of type hostname
--ttl expects an argument of type uint

Add a member

Ibcli add-gslb-member
or
Ibcli --action gslb --function add --section members

Adds a GSLB member.

Required Arguments

--name expects an argument of type string
--monitor-ip expects an argument of type ip
--ip expects an argument of type ip

--weight  expects an argument of type gslb-weight
--add-pool expects an argument of type string

Add a pool

Ibcli add-gslb-pool
or
Ibcli --action gslb --function add --section pools

Adds a GSLB pool.
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Required Arguments

--add-globalname expects an argument of type string
--fallback argument should be one of any or refuse
--monitor argument should be one of http, tcp, forced,
E external or externaldynamicweight
--monitor-interval expects an argument of type uint

--name expects an argument of type string

Optional Arguments

--add-member expects an argument of type string
--lb-method argument should be one of wrr, twrr or fogroup
--max-addrs-returned  expects an argument of type uint
--monitor-expected-codes expects an argument of type http-code
--monitor-expected-codes expects an argument of type http-code

--monitor-hostname expects an argument of type hostname
--monitor-parameters  expects an argument of type string
--monitor-port expects an argument of type port
--monitor-result expects an argument of type string
--monitor-retries expects an argument of type uint
--monitor-return-match  expects an argument of type string
--monitor-script expects an argument of type string
--monitor-send-string  expects an argument of type string
--monitor-status argument should be one of up or down
--monitor-timeout expects an argument of type uint
--monitor-url-path expects an argument of type string
--monitor-use-ssl expects an argument of type bool

Add a topology

Ibcli add-gslb-topology
or
Ibcli --action gslb --function add --section topologies

Adds a GSLB topology.

Required Arguments

--name  expects an argument of type string

Optional Arguments

--add-ips expects an argument of type string

Add a header

Ibcli add-header
or
Ibcli --action headers --function add

Adds a header rule to the specified layer 7 virtualservice.

Required Arguments

--header-type argument should be one of http-request or http-response

--vip expects an argument of type existing-17-vip
--header-option argument should be one of add, set, del, delete or
E replace

--header-name expects an argument of type string
--header-value expects an argument of type string
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Add a health check

Ibcli add-healthcheck

Add a health check to the cluster. If the --slave agument is omitted then the script passed to the -master argument

will be used on both appliances.

Required Arguments

--label expects an argument of type string

--kind  argument should be one of check or gslibcheck defaults to check

--master expects an argument of type string

Optional Arguments

--slave expects an argument of type string

Add a layer 4 real server

Ibcli add-layer4-server
or
Ibcli --action add-rip --layer 4

Adds a layer 4 real server to the specified virtualservice.

Required Arguments

--vip expects an argument of type existing-vip
--ip expects an argument of type ip
--rip expects an argument of type rip

Optional Arguments

--port  expects an argument of type port

--weight expects an argument of type rip-weight defaults to 100
--minconns expects an argument of type uint

--maxconns expects an argument of type uint

Add a layer 4 virtual service

Ibcli add-layer4-service
or
Ibcli --action add-vip --layer 4

Adds a layer 4 virtual service to the cluster.

Required Arguments

--ip expects an argument of type ip
--ports expects an argument of type port-list
--vip expects an argument of type vip

Optional Arguments

--forwarding argument should be one of gate, masq, ipip or snat
E

defaults to gate

--protocol argument should be one of tcp, udp, tcpudp, ops or fwm
E

defaults to tcp
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--slave-ip expects an argument of type ip
--granularity  expects an argument of type cidr
--fallback-ip  expects an argument of type ip
--fallback-port expects an argument of type port
--persistent expects an argument of type bool
--persist-time  expects an argument of type uint

--scheduler argument should be one of wic, wrr or dh
--feedback argument should be one of agent or none
--email expects an argument of type string

--email-from expects an argument of type string

--check-service argument should be one of imap, imaps, Idap, nntp,
E mysql or radius

--check-vhost  expects an argument of type string
--check-database expects an argument of type string

--check-login  expects an argument of type string
--check-password expects an argument of type string

--check-type argument should be one of negotiate, connect, ping,
E external, off, on, 5 or 10

--check-port expects an argument of type port

--check-request expects an argument of type string
--check-response expects an argument of type string
--check-secret  expects an argument of type string
--check-command expects an argument of type string
--feedback-port expects an argument of type port

--fallback-local expects an argument of type bool

--autoscale-group expects an argument of type string

Add a layer 7 real server

Ibcli add-layer7-server
or
Ibcli --action add-rip --layer 7

Adds a layer 7 real server to the specified virtualservice.

Required Arguments

--vip expects an argument of type existing-vip
--ip expects an argument of type ip
--rip expects an argument of type rip

Optional Arguments

--port expects an argument of type port

--weight expects an argument of type rip-weight defaults to 100
--encrypted  expects an argument of type bool defaults to off
--redir expects an argument of type string

--redir-enabled expects an argument of type bool defaults to off
--minconns expects an argument of type uint
--maxconns expects an argument of type uint

Add a layer 7 virtual service

Ibcli add-layer7-service
or
Ibcli --action add-vip --layer 7

Adds a layer 7 virtual service to the cluster.

Required Arguments

--ip expects an argument of type ip
--ports expects an argument of type port-list
--vip expects an argument of type vip
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Optional Arguments

--mode argument should be one of tcp, ip or http

E defaults to http

--fallback-ip expects an argument of type ip

--fallback-port expects an argument of type port
--service-type expects an argument of type string

--slave-ip expects an argument of type ip
--appsession-cookie expects an argument of type string
--as-port expects an argument of type port
--autoscale-group expects an argument of type string
--backend-encryption  expects an argument of type bool
--backend-only expects an argument of type bool
--check-host expects an argument of type string
--check-negate-response expects an argument of type bool
--check-password expects an argument of type string
--check-port expects an argument of type port
--check-receive expects an argument of type string
--check-request expects an argument of type string
--check-type argument should be one of connect, external,
E negotiate_http, negotiate_https,

E negotiate_http_head, negotiate_https_head,

E negotiate_http_options, negotiate_https_options,
E mysql or none

--check-username expects an argument of type string
--clear-stick-drain expects an argument of type bool
--compression expects an argument of type bool
--cookie-maxidle expects an argument of type haproxy-interval
--cookie-maxlife expects an argument of type haproxy-interval
--cookiename expects an argument of type string
--enable-hsts expects an argument of type bool

--encrypt-all-backends expects an argument of type bool
--external-check-script expects an argument of type existing-healthcheck
--fallback-disabled expects an argument of type bool
--fallback-encrypt expects an argument of type bool

--fallback-persist expects an argument of type bool

--feedback-method argument should be one of agent or none
--feedback-port expects an argument of type port
--force-to-https expects an argument of type bool
--force-to-https-port  expects an argument of type port
--forward-for expects an argument of type bool
--hsts-month expects an argument of type uint
--http-pipeline argument should be one of http_keep_alive,
E http_close, http_server_close or

E http_force_close

--http-pretend-keepalive expects an argument of type bool
--http-request expects an argument of type bool
--invalid-http expects an argument of type bool

--maxconn expects an argument of type uint

--no-write expects an argument of type bool
--persist-table-size  expects an argument of type uint
--persist-time expects an argument of type uint
--persistence argument should be one of none, ip, tcp,

E sslsesid, http, appsession, rdp-session,

E rdp-cookie, http_ip, waf or last

--proxy-bind expects an argument of type string
--redirect-code expects an argument of type http-300-code
--redispatch expects an argument of type bool

--reuse-idle expects an argument of type bool

--scheduler argument should be one of first, roundrobin or
E leastconn

--send-proxy argument should be one of none, v1, v2, v2_ssl
E or v2_ssl_cn defaults to none
--send-rip-name-as-host expects an argument of type bool
--slave-ip expects an argument of type ip
--source-address expects an argument of type ip
--stunnel-source expects an argument of type string
--stunneltproxy expects an argument of type bool
--tcp-keep-alive expects an argument of type bool

--timeout expects an argument of type bool
--timeout-client expects an argument of type haproxy-interval
--timeout-server expects an argument of type haproxy-interval
--tproxy expects an argument of type bool
--tunneltimeout expects an argument of type haproxy-interval
--use-content-inspection expects an argument of type bool
--xff-ip-pos expects an argument of type int
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Add a PBR rule

Ibcli add-pbr

or

Ibcli --action pbr --function set
Ibcli set-pbr

Adds a policy based routing rule to the appliance.

Required Arguments

--ip expects an argument of type ip
--gateway expects an argument of type ip

Add a static IP address

Ibcli add-static-ip
or
Ibcli --action address --function add

Adds a static IP to the specified virtual service.

Required Arguments

--interface expects an argument of type existing-interface
--address expects an argument of type ip-with-optional-cidr

Optional Arguments

--cidr expects an argument of type cidr

Add a static route

Ibcli add-static-route
or
Ibcli --action route --function static --type add

Adds a route via the given gateway to the specified network.

Required Arguments

--gateway expects an argument of type ip
--network expects an argument of type ip-with-optional-cidr

Optional Arguments

--cidr  expects an argument of type cidr

Add an SSL Termination

Ibcli add-termination
or
Ibcli --action termination --function add --type stunnel

Adds an SSL Termination to the cluster.
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Required Arguments

--port expects an argument of type port

--disablesslv2 expects an argument of type bool defaults to true
--disablesslv3 expects an argument of type bool defaults to true
--disabletlsvl expects an argument of type bool defaults to true
--stunneldnsdelay expects an argument of type bool defaults to true
--stunnelproxy expects an argument of type bool defaults to false

--servercipherorder expects an argument of type bool defaults to true
--emptyfragments expects an argument of type bool defaults to true
--stunnelrenegotiation expects an argument of type bool defaults to true
--stunneltimetoclose expects an argument of type uint defaults to 0

--sslcert expects an argument of type existing-certificate

E defaults to server

--proxy-bind expects an argument of type bool defaults to false
--disabletlsv1-1 expects an argument of type bool defaults to false
--disabletlsv1-2 expects an argument of type bool defaults to false
--disabletlsv1-3 expects an argument of type bool defaults to false
--ssimode argument should be one of high, fips or compatable
E defaults to high

Optional Arguments

--vip expects an argument of type string
--associated-to expects an argument of type existing-17-vip
--proxy-bind expects an argument of type existing-17-vip
--source expects an argument of type ip
--slave-source expects an argument of type ip

--ciphers expects an argument of type cipher-list

--ip expects an argument of type ip

--slave-ip expects an argument of type ip

--backend-ip expects an argument of type ip
--slave-backend-ip  expects an argument of type ip
--backend-port expects an argument of type port

--stunnel-source expects an argument of type string

Add a WAF

Ibcli add-waf
Adds a Web Application Firewall to the specified layer 7 virtual service.
Required Arguments

--waf expects an argument of type string
--vip expects an argument of type existing-17-vip

Clone a health check

Ibcli clone-healthcheck
Clone an existing health check on the cluster.
Required Arguments

--label expects an argument of type existing-healthcheck

Clone a virtual service.

Ibcli clone-layer4-service
or
Ibcli --action clone-vip --layer 4
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Create a copy of the specified virtual service.

Required Arguments

--vip expects an argument of type existing-vip
--ip expects an argument of type ip

--ports expects an argument of type port-list
--clone expects an argument of type label

Optional Arguments

--forwarding argument should be one of gate, masq, ipip or snat
--protocol argument should be one of tcp, udp, tcpudp, ops or fwm
--slave-ip expects an argument of type ip

--granularity  expects an argument of type cidr

--fallback-ip  expects an argument of type ip

--fallback-port expects an argument of type port

--persistent expects an argument of type bool

--persist-time  expects an argument of type uint

--scheduler argument should be one of wic, wrr or dh
--feedback argument should be one of agent or none
--email expects an argument of type string

--email-from expects an argument of type string

--check-service argument should be one of imap, imaps, Idap, nntp,
E mysql or radius

--check-vhost  expects an argument of type string
--check-database expects an argument of type string

--check-login  expects an argument of type string
--check-password expects an argument of type string

--check-type argument should be one of negotiate, connect, ping,
E external, off, on, 5 or 10

--check-port expects an argument of type port

--check-request expects an argument of type string
--check-response expects an argument of type string
--check-secret  expects an argument of type string
--check-command expects an argument of type string
--feedback-port expects an argument of type port

--fallback-local expects an argument of type bool

--autoscale-group expects an argument of type string

Clone a virtual service.

Ibcli clone-layer7-service
or
Ibcli --action clone-vip --layer 7

Create a copy of the specified virtual service.

Required Arguments

--vip expects an argument of type existing-vip
--ip expects an argument of type ip

--ports expects an argument of type port-list
--clone expects an argument of type label

Optional Arguments

--appsession-cookie expects an argument of type string

--as-port expects an argument of type port
--autoscale-group expects an argument of type string
--backend-encryption  expects an argument of type bool
--backend-only expects an argument of type bool
--check-host expects an argument of type string
--check-negate-response expects an argument of type bool
--check-password expects an argument of type string
--check-port expects an argument of type port
--check-receive expects an argument of type string
--check-request expects an argument of type string
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-check-type argument should be one of connect, external,

y !

E negotiate http, negotiate_https,

E negotiate_http_head, negotiate_https_head,

E negotiate_http_options, negotiate_https_options,
E mysql or none

--check-username expects an argument of type string
--clear-stick-drain expects an argument of type bool
--compression expects an argument of type bool
--cookie-maxidle expects an argument of type haproxy-interval
--cookie-maxlife expects an argument of type haproxy-interval
--cookiename expects an argument of type string
--enable-hsts expects an argument of type bool

--encrypt-all-backends expects an argument of type bool
--external-check-script expects an argument of type existing-healthcheck
--fallback-disabled expects an argument of type bool
--fallback-encrypt expects an argument of type bool

--fallback-persist expects an argument of type bool

--feedback-method argument should be one of agent or none
--feedback-port expects an argument of type port
--force-to-https expects an argument of type bool
--force-to-https-port ~ expects an argument of type port
--forward-for expects an argument of type bool
--hsts-month expects an argument of type uint
--http-pipeline argument should be one of http_keep_alive,
E http_close, http_server_close or

E http_force_close

--http-pretend-keepalive expects an argument of type bool
--http-request expects an argument of type bool
--invalid-http expects an argument of type bool

--maxconn expects an argument of type uint

--no-write expects an argument of type bool
--persist-table-size  expects an argument of type uint
--persist-time expects an argument of type uint
--persistence argument should be one of none, ip, tcp,

E sslsesid, http, appsession, rdp-session,

E rdp-cookie, http_ip, waf or last

--proxy-bind expects an argument of type string
--redirect-code expects an argument of type http-300-code
--redispatch expects an argument of type bool

--reuse-idle expects an argument of type bool

--scheduler argument should be one of roundrobin, leastconn
E or first

--send-proxy expects an argument of type bool
--send-rip-name-as-host expects an argument of type bool
--slave-ip expects an argument of type ip
--source-address expects an argument of type ip
--stunnel-source expects an argument of type string
--stunneltproxy expects an argument of type bool
--tcp-keep-alive expects an argument of type bool

--timeout expects an argument of type bool
--timeout-client expects an argument of type haproxy-interval
--timeout-server expects an argument of type haproxy-interval
--tproxy expects an argument of type bool
--tunneltimeout expects an argument of type haproxy-interval
--use-content-inspection expects an argument of type bool
--xff-ip-pos expects an argument of type int

Delete an ACL rule

Ibcli delete-acl

or

Ibcli --action acl --function del
Ibcli --action acl --function delete
Ibcli del-acl

Delete the first matching ACL rule from the specifed layer 7 virtual service.

Required Arguments

--vip expects an argument of type existing-17-vip

--bool argument should be one of equal or notEqual defaults to

E equal

--denystatus argument should be one of 200, 400, 403, 405, 408, 425,
E 429, 500, 502, 503 or 504 defaults to 403
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--freetype  expects an argument of type string defaults to

--headername expects an argument of type string defaults to

--location  expects an argument of type string defaults to

--path expects an argument of type string defaults to /

--pathtype  argument should be one of path_reg, path_beg, path_end,
hdr_host, hdr_beg, query, src_blk, header, path, sni,
ssl_sni, dst_port, flag or freetype

redirecttype argument should be one of url_loc, url_pre, backend, drop,
none or use_server

mm

>

Delete a floating IP

Ibcli delete-floating-ip
or
Ibcli del-floating-ip

Delete a floating IP from the cluster.

Required Arguments

--ip expects an argument of type ip

Delete a global name

Ibcli delete-gslb-globalname

or

Ibcli --action gslb --function del --section globalnames
Ibcli --action gslb --function delete --section globalnames
Ibcli del-gslb-globalname

Delete the specified GSLB global name.

Required Arguments

--name expects an argument of type string

Delete a member

Ibcli delete-gslb-member

or

Ibcli --action gslb --function del --section members
Ibcli --action gslb --function delete --section members
Ibcli del-gslb-member

Delete the specified GSLB member.

Required Arguments

--name expects an argument of type string

Delete a pool

Ibcli delete-gslb-pool

or

Ibcli --action gslb --function del --section pools
Ibcli --action gslb --function delete --section pools
Ibcli del-gslb-pool
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Delete the specified GSLB pool.

Required Arguments

--name expects an argument of type string

Delete a member

Ibcli delete-gslb-topology

or

Ibcli --action gslb --function del --section topologies
Ibcli --action gslb --function delete --section topologies
Ibcli del-gslb-topology

Delete the specified GSLB member.

Required Arguments

--name expects an argument of type string

Delete a header rule

Ibcli delete-header

or

Ibcli --action headers --function delete
Ibcli --action headers --function del
Ibcli del-header

Delete the first matching header rule from the spedfied layer 7 virtual service.

Required Arguments

--vip expects an argument of type existing-17-vip
--header-option argument should be one of add, set, del, delete or
E replace

--header-name expects an argument of type string

Delete a health check

Ibcli delete-healthcheck
or
Ibcli del-healthcheck

Delete an existing health check from the cluster.

Required Arguments

--label expects an argument of type existing-healthcheck

Delete a header rule

Ibcli delete-pbr

or

Ibcli --action pbr --function del
Ibcli --action pbr --function delete
Ibcli del-pbr
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Delete the first matching header rule from the spedfied layer 7 virtual service.

Required Arguments

--ip expects an argument of type ip
--gateway expects an argument of type ip

Delete a real server

Ibcli delete-server
or

Ibcli del-rip

Ibcli delete-rip

Delete the real server from the specified virtual srvice.

Required Arguments

--vip expects an argument of type existing-vip
--rip expects an argument of type existing-rip

Delete a virtual service

Ibcli delete-service
or

Ibcli del-service
Ibcli del-vip

Ibcli delete-vip

Delete a virtual service from the cluster.

Required Arguments

--vip expects an argument of type existing-vip

Delete a static |IP address

Ibcli delete-static-ip

or

Ibcli --action address --function delete
Ibcli --action address --function del
Ibcli del-static-ip

Delete a static IP from the appliance.

Required Arguments

--interface expects an argument of type existing-interface
--address expects an argument of type ip-with-optional-cidr

Optional Arguments

--cidr expects an argument of type cidr

Delete a static route

Ibcli delete-static-route

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual

195



or

Ibcli --action route --function static --type del
Ibcli --action route --function static --type delete
Ibcli del-static-route

Delete a static route from the appliance.

Required Arguments

--network expects an argument of type ip-with-optional-cidr

Optional Arguments

--cidr  expects an argument of type cidr

Delete an SSL termination

Ibcli delete-termination

or

Ibcli --action termination --function del --type stunnel
Ibcli --action termination --function delete --type stunnel
Ibcli del-termination

Delete an SSL termination from the appliance.
Required Arguments

--vip expects an argument of type existing-termination

Delete a WAF

Ibcli delete-waf
Delete the specified Web Application Firewall fromthe cluster.
Required Arguments

--waf expects an argument of type existing-waf
--vip expects an argument of type existing-vip

Disable the API endpoint

Ibcli disable-api
or
Ibcli --action api --function disable

Disable the API endpoint on the appliance.

Disable Floating IP.

Ibcli disable-floating-ip

Make it so that the given floating IP cannot be mack active on this appliance.
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Drain a real server

Ibcli drain

Drain connections from the specified real server. No new connections will be allowed to the real server but existing
connections will remain until they are closed.

Required Arguments

--vip expects an argument of type existing-vip
--rip expects an argument of type existing-rip

Edit a global name

Ibcli edit-gslb-globalname
or
Ibcli --action gslb --function edit --section globalnames

Edit a GSLB global name.

Required Arguments

--name  expects an argument of type string
--hostname expects an argument of type hostname
--ttl expects an argument of type uint

Edit a member

Ibcli edit-gslb-member
or
Ibcli --action gslb --function edit --section members

Edit a GSLB member.

Required Arguments

--name expects an argument of type string

Optional Arguments

--add-pool  expects an argument of type string
--delete-pool expects an argument of type string

--ip expects an argument of type ip

--weight expects an argument of type gslb-weight
--monitor-ip expects an argument of type ip

Edit a pool

Ibcli edit-gslb-pool
or
Ibcli --action gslb --function edit --section pools

Edit a GSLB pool.

Required Arguments
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--name expects an argument of type string

Optional Arguments

--add-globalname expects an argument of type string
--add-member expects an argument of type string
--delete-globalname expects an argument of type string
--delete-member expects an argument of type string
--fallback-method expects an argument of type string
--lb-method argument should be one of wrr, twrr or fogroup
--max-addrs-returned  expects an argument of type string
--monitor argument should be one of http, tcp, forced,

E external or externaldynamicweight

--monitor-expected-codes expects an argument of type http-code
--monitor-hostname expects an argument of type string

--monitor-interval expects an argument of type string
--monitor-parameters  expects an argument of type string
--monitor-port expects an argument of type string
--monitor-result expects an argument of type string
--monitor-retries expects an argument of type string
--monitor-return-match  expects an argument of type string
--monitor-script expects an argument of type string
--monitor-send-string  expects an argument of type string
--monitor-status argument should be one of up or down
--monitor-timeout expects an argument of type string
--monitor-url-path expects an argument of type string
--monitor-use-ssl expects an argument of type bool

Edit a topology

Ibcli edit-gslb-topology
or
Ibcli --action gslb --function edit --section topologies

Edit a GSLB topology.

Required Arguments

--name expects an argument of type string

Optional Arguments

--add-ips  expects an argument of type string
--delete-ips expects an argument of type string

Modify a health check

Ibcli edit-healthcheck

Modify an existing health check on the cluster. Ifthe --master argument is omitted then the --slave agument cannot

be specified.

Required Arguments

--label  expects an argument of type existing-healthcheck

Optional Arguments

--new-label expects an argument of type string
--kind argument should be one of check or gslbcheck
--master  expects an argument of type string
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--slave  expects an argument of type string

Edit a layer 4 real server

Ibcli edit-layer4-server
or
Ibcli --action edit-rip --layer 4

Edit the specified layer 4 real server.

Required Arguments

--vip expects an argument of type existing-vip
--rip expects an argument of type existing-rip

Optional Arguments

--ip expects an argument of type ip

--port  expects an argument of type port
--weight expects an argument of type rip-weight
--minconns expects an argument of type uint
--maxconns expects an argument of type uint

Edit a layer 4 virtual service

Ibcli edit-layer4-service
or
Ibcli --action edit-vip --layer 4

Edit the specified layer 4 virtual service.

Required Arguments

--vip expects an argument of type existing-vip

Optional Arguments

--autoscale-group expects an argument of type string

--check-command expects an argument of type string
--check-database expects an argument of type string
--check-login expects an argument of type string
--check-password expects an argument of type string
--check-port expects an argument of type port
--check-request expects an argument of type string
--check-response expects an argument of type string
--check-secret expects an argument of type string
--check-service argument should be one of imap, imaps, Idap,
E nntp, mysql or radius

--check-type argument should be one of negotiate, connect,
E ping, external, off, on, 5 or 10

--check-vhost expects an argument of type string

--email expects an argument of type string

--email-from expects an argument of type string
--fallback-ip expects an argument of type ip

--fallback-local expects an argument of type bool
--fallback-port expects an argument of type port

--feedback argument should be one of agent or none
--feedback-port expects an argument of type port
--force-to-https-port  expects an argument of type port-or-empty
--forwarding argument should be one of snat, masq, gate or
E ipip

--granularity expects an argument of type cidr

--ip expects an argument of type ip

--negate-response expects an argument of type bool
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--persist-time expects an argument of type uint

--persistent expects an argument of type bool

--ports expects an argument of type port-list

--protocol argument should be one of ops, udp, tcp, tcpudp
E or fwm

--scheduler argument should be one of wic, wrr or dh
--send-rip-name-as-host expects an argument of type bool
--slave-ip expects an argument of type ip

Edit a layer 7 real server

Ibcli edit-layer7-server
or
Ibcli --action edit-rip --layer 7

Edit the specified layer 7 real server.
Required Arguments

--vip expects an argument of type existing-vip
--rip expects an argument of type existing-rip

Optional Arguments

--ip expects an argument of type ip
--port expects an argument of type port
--weight expects an argument of type rip-weight

--minconns expects an argument of type uint
--maxconns expects an argument of type uint
--encrypted  expects an argument of type bool
--redir expects an argument of type string
--redir-enabled expects an argument of type bool

Edit a layer 7 virtual service

Ibcli edit-layer7-service
or
Ibcli --action edit-vip --layer 7

Edit the specified layer 7 virtual service.

Required Arguments

--vip expects an argument of type existing-vip

Optional Arguments

--appsession-cookie expects an argument of type string

--as-port expects an argument of type port
--autoscale-group expects an argument of type string
--backend-encryption  expects an argument of type bool
--check-host expects an argument of type string
--check-negate-response expects an argument of type bool
--check-password expects an argument of type string
--check-port expects an argument of type port
--check-receive expects an argument of type string
--check-request expects an argument of type string
--check-type argument should be one of connect, external,
E negotiate_http, negotiate_https,

E negotiate_http_head, negotiate_https_head,

E negotiate_http_options, negotiate_https_options,
E mysql or none

--check-username expects an argument of type string
--clear-stick-drain expects an argument of type bool
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--compression expects an argument of type bool

--cookie-maxidle expects an argument of type haproxy-interval
--cookie-maxlife expects an argument of type haproxy-interval
--cookiename expects an argument of type string
--enable-hsts expects an argument of type bool

--encrypt-all-backends expects an argument of type bool
--external-check-script expects an argument of type existing-healthcheck
--fallback-disabled expects an argument of type bool
--fallback-encrypt expects an argument of type bool

--fallback-ip expects an argument of type ip
--fallback-persist expects an argument of type bool
--fallback-port expects an argument of type port
--feedback-method argument should be one of agent or none
--feedback-port expects an argument of type port
--force-to-https expects an argument of type bool
--force-to-https-port  expects an argument of type port
--forward-for expects an argument of type bool
--hsts-month expects an argument of type uint
--http-pipeline argument should be one of http_keep_alive,
E http_close, http_server_close or

E http_force_close

--http-pretend-keepalive expects an argument of type bool
--http-request expects an argument of type bool
--invalid-http expects an argument of type bool

--ip expects an argument of type ip

--maxconn expects an argument of type uint

--mode argument should be one of http or other_tcp
--no-write expects an argument of type bool
--persist-table-size  expects an argument of type uint
--persist-time expects an argument of type uint
--persistence argument should be one of none, ip, tcp,

E sslsesid, http, appsession, rdp-session,

E rdp-cookie, http_ip, waf or last

--ports expects an argument of type port-list
--proxy-bind expects an argument of type string
--redirect-code expects an argument of type http-300-code
--redispatch expects an argument of type bool
--reuse-idle expects an argument of type bool

--scheduler argument should be one of roundrobin, leastconn
E or first

--send-proxy expects an argument of type bool
--send-rip-name-as-host expects an argument of type bool
--slave-ip expects an argument of type ip
--source-address expects an argument of type ip
--stunnel-source expects an argument of type string
--stunneltproxy expects an argument of type bool
--tcp-keep-alive expects an argument of type bool

--timeout expects an argument of type bool
--timeout-client expects an argument of type haproxy-interval
--timeout-server expects an argument of type haproxy-interval
--tproxy expects an argument of type bool
--tunneltimeout expects an argument of type haproxy-interval
--use-content-inspection expects an argument of type bool
--xff-ip-pos expects an argument of type int

Edit a SSL termination

Ibcli edit-termination
or
Ibcli --action termination --function edit --type stunnel

Edit the specified SSL termination.

Required Arguments

--vip expects an argument of type existing-termination
--proxy-bind expects an argument of type bool defaults to false

Optional Arguments

--port expects an argument of type port
--associated-to expects an argument of type existing-17-vip
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--proxy-bind expects an argument of type existing-17-vip

--disablesslv2 expects an argument of type bool
--disabless|v3 expects an argument of type bool
--disabletlsvl expects an argument of type bool
--stunneldnsdelay expects an argument of type bool
--stunnelproxy expects an argument of type bool

--servercipherorder expects an argument of type bool
--emptyfragments expects an argument of type bool
--stunnelrenegotiation expects an argument of type bool
--stunneltimetoclose expects an argument of type uint

--sslcert expects an argument of type existing-certificate
--disabletlsv1-1 expects an argument of type bool
--disabletlsv1-2 expects an argument of type bool
--disabletlsv1-3 expects an argument of type bool

--sslmode argument should be one of high, fips or compatable
--source expects an argument of type ip
--slave-source expects an argument of type ip
--ciphers expects an argument of type cipher-list
--ip expects an argument of type ip
--slave-ip expects an argument of type ip
--backend-ip expects an argument of type ip
--slave-backend-ip  expects an argument of type ip
--backend-port expects an argument of type port
Edit a WAF
Ibcli edit-waf

Edit the specified Web Application Firewall.

Required Arguments

--waf expects an argument of type existing-waf

Optional Arguments

--in-anom-score expects an argument of type uint
--out-anom-score expects an argument of type uint
--req-data expects an argument of type bool
--resp-data expects an argument of type bool
--audit expects an argument of type bool
--dlogin expects an argument of type bool
--dlogin-mode argument should be one of static,

E openid_google or Idap
--dlogin-google-clientid expects an argument of type string

--dlogin-google-clientsecret expects an argument of type string
--dlogin-google-redirect-uri  expects an argument of type string
--dlogin-google-passphrase  expects an argument of type string
--dlogin-google-allowed-domain expects an argument of type string

--rule-engine expects an argument of type bool
--proxytimeout expects an argument of type uint
--dlogin-location expects an argument of type string
--dlogin-static-username expects an argument of type string
--dlogin-static-password expects an argument of type string
--ldap-server expects an argument of type string
--ldap-server-port expects an argument of type port
--search-base expects an argument of type string
--ldap-attribute expects an argument of type string
--ldap-group expects an argument of type string
--bind-user expects an argument of type string
--bind-password expects an argument of type string
--disable-waf expects an argument of type bool
--cacheaccel expects an argument of type bool
--cache-nocache-files expects an argument of type string
--cache-force-cache expects an argument of type bool
--cache-object-size expects an argument of type uint

Enable the API endpoint

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual

202



Ibcli enable-api
or
Ibcli --action api --function enable

Enable the API endpoint on the appliance. The apikey must be the unencoded value of the base64 stringpassed in

the X-LB-APIKEY header of all requests.
Required Arguments

--username expects an argument of type string defaults to loadbalancer
--password expects an argument of type string defaults to loadbalancer

Optional Arguments

--apikey expects an argument of type string

Enable Floating IP.

Ibcli enable-floating-ip

Make it so that the given floating IP can be made &tive on this appliance.
Remove and add a floating IP address
Ibcli fix-floating-ip
Remove and re-add a floating IP in order to ensuret is up after altering the kernel state.
Required Arguments

--ip expects an argument of type ip

Remove all ACLs for a virtual service

Ibcli flush-acls
Remove all ACLS for the specified layer 7 virtual ervice.
Required Arguments

--vip expects an argument of type existing-17-vip

Remove all static IP addresses

Ibcli flush-static-ips
or
Ibcli --action address --function flush

Remove all static IP addresses from an appliance.

Optional Arguments
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--interface expects an argument of type existing-interface

Remove all static routes

Ibcli flush-static-routes
or
Ibcli --action route --function static --type flush

Remove all static routes from an appliance.

Show the properties of the APl endpoint

Ibcli get-api
or
Ibcli --action api --function get

Show the username, password and unencoded X-LB_APIEY header value expected by the API endpoint.

Show the default route

Ibcli get-default-route
or
Ibcli --action route --function default --type get

Show the default route of the default table for this appliance.

Show the DNS servers

Ibcli get-dns
or
Ibcli --action dns --function get

Show the Domain Name Servers for this appliance.

Show the firewall settings

Ibcli get-firewall
or
Ibcli --action local-configuration --get firewall

Show the settings for the firewall for this appliarce.

Show the graphing settings

Ibcli get-graphing
or
Ibcli --action local-configuration --get graphing

Show the graphing settings for this appliance.

Show the GSLB reports

Ibcli get-gslb-reports
or
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Ibcli --action gslb --function get --section reports

Show the GSLB reports for this appliance.

Required Arguments

--report argument should be one of get_generic_state or get_ppdns_state

Show the hostname

Ibcli get-hostname
or
Ibcli --action hostname --function get

Show the host and domain name for this appliance.

Show the interface offload settings

Ibcli get-interface-offload
or
Ibcli --action local-configuration --get interface_offload

Show the interface offload settings for this appliance.

Show the management gateway

Ibcli get-management-gateway
or
Ibcli --action local-configuration --get management_gateway

Show the details of the routing rule that traffic fom this applianceOs WebUI will return via.

Show the interface MTU settings

Ibcli get-mtu
or
Ibcli --action mtu --function get

Show the MTU settings for the interfaces on this agpliance.

Show the NTP servers

Ibcli get-ntp
or
Ibcli --action local-configuration --get ntp

Show the Network Time Protocol servers this appliarce will use.

Show the HTTP proxy server settings

Ibcli get-proxy
or
Ibcli --action local-configuration --get proxy
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Show the HTTP proxy server the WebUI on this appliace will use.

Show the security settings

Ibcli get-security
or
Ibcli --action local-configuration --get security

Show the security settings for this appliance.

Show the email smarthost

Ibcli get-smarthost
or
Ibcli --action local-configuration --get smarthost

Show the email smarthost this appliance will use tosend emails.

Show the email smarthost

Ibcli get-snmp
or
Ibcli --action local-configuration --get snmp

Show the email smarthost this appliance will use tosend emails.

Show the syslog settings

Ibcli get-syslog
or
Ibcli --action local-configuration --get syslog

Show the syslog settings for this appliance.

Show the current date and time

Ibcli get-timedate
or
Ibcli --action local-configuration --get timedate

Show the current date and time for this appliance.

Show the URL of the updates server

Ibcli get-updates
or
Ibcli --action local-configuration --get updates

Show the URL of the updates server this appliance \ill use to fetch online updates.

Create a cluster

Ibcli ha_create
or
Ibcli create-ha
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Pair this appliance with another to create a high availability cluster. This appliance will become theprimary server.

Required Arguments

--local-ip expects an argument of type ip
--peer-ip expects an argument of type string
--peer-password expects an argument of type string

Halt a real server

Ibcli halt

Close all connections to the specified real serverand forbid and new connections.

Required Arguments

--vip expects an argument of type existing-vip
--rip expects an argument of type existing-rip

Clear all HAProxy stick tables

Ibcli haproxy-clear-stick

Clear all HAProxy stick tables.

Install a licence

Ibcli install-licence

Install a key to licence this appliance.

Required Arguments

--key expects an argument of type string

List ACL rules

Ibcli list-acls
or
Ibcli --action acl --function list

List all ACL rules for the specified layer 7 virtuaservice.

Required Arguments

--vip expects an argument of type existing-17-vip

List SSL certificates

Ibcli list-certificates
or
Ibcli --action termination --function list --type certificate
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List all SSL certificates on this cluster.

List floating IP addresses
Ibcli list-floating-ips

or
Ibcli --action list --function floatingip

List all floating IPs on this cluster.

List global names

Ibcli list-gslb-globalnames
or
Ibcli --action gslb --function list --section globalnames

List all GSLB global names.

List members

Ibcli list-gslb-members
or
Ibcli --action gslb --function list --section members

List all GSLB members.

List pools

Ibcli list-gslb-pools
or
Ibcli --action gslb --function list --section pools

List all GSLB pools.

List topologies
Ibcli list-gslb-topologies

or
Ibcli --action gslb --function list --section topologies

List all GSLB topologies.

List header rules

Ibcli list-headers
or
Ibcli --action headers --function list

List all header rules for the specified layer 7 vitual service.

Required Arguments

--vip expects an argument of type existing-17-vip
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List health checks

Ibcli list-healthchecks

List existing health checks on the cluster.

List PBR rules

Ibcli list-pbr

or

Ibcli --action pbr --function get
Ibcli get-pbr

List Policy Based Routing rules for this appliance.
Optional Arguments

--ip expects an argument of type ip
--gateway expects an argument of type ip

List static IP addresses

Ibcli list-static-ips
or
Ibcli --action address --function get

List static IPs configured on the specified interfae.
Required Arguments

--interface expects an argument of type existing-interface

List static routes

Ibcli list-static-routes
or
Ibcli --action route --function static --type get

List static routes configured on this appliance.

List WAFs

Ibcli list-waf

List Web Apoplication Firewalls configured on thisappliance.

Lockdown access to the WebUI

Ibcli lockdown

Lockdown the WebUI on this appliance so that it ony responds to clients on the specified subnet.

Required Arguments
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--enabled expects an argument of type bool

Optional Arguments

--network expects an argument of type ip-and-cidr

Report the node statuses

Ibcli nodestatus

Report the status of the nodes in this cluster as his appliance understands them.

Bring a real server online

Ibcli online

Bring a real server that is halted or drained backonline by allowing it to receive connections once more.

Required Arguments

--vip expects an argument of type existing-vip
--rip expects an argument of type existing-rip

Reboot appliance

Ibcli reboot
or
Ibcli --action power --function restart

Reboot this appliance.
Regenerate default certificate
Ibcli regenerate-default-certificate

or
Ibcli --action termination --function regenerate_local --type certificate

Regenerate the default self-signed certificate usedby the webui and SSL-terminations.
Reload WebUI
Ibcli reload-apache

or
Ibcli reload-webui

Reload the WebUI service on this appliance.

Reload GSLB

Ibcli reload-gslb

Reload the GSLB service on this appliance.
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Reload HAProxy

Ibcli reload-haproxy

Reload the HAProxy service on this appliance.

Reload Heartbeat

Ibcli reload-heartbeat

Reload the Heartbeat service on this appliance.

Reload LDirectord

Ibcli reload-Idirectord

Reload the LDirectord service on this appliance.

Reload STunnel

Ibcli reload-stunnel

Reload the STunnel service on this appliance.

Reload Syslog

Ibcli reload-syslog

Reload the Syslog service on this appliance.

Reload WAF

Ibcli reload-waf

Reload the WAF service on this appliance.
Break a cluster
Ibcli reset-cluster-config

or
Ibcli --action reset --function cluster

Break a high-availability pair.

Restart Autoscaled

Ibcli restart-autoscaling

Reload the Autoscaled service on this appliance.

Restart AZHA
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Ibcli restart-azha

Reload the AZHA service on this appliance.

Restart Collectd

Ibcli restart-collectd

Reload the Collectd service on this appliance.

Restart Firewall

Ibcli restart-firewall

Reload the Firewall service on this appliance.

Restart HAProxy

Ibcli restart-haproxy

Reload the HAProxy service on this appliance.

Restart Heartbeat

Ibcli restart-heartbeat

Reload the Heartbeat service on this appliance.

Restart LDirectord

Ibcli restart-Idirectord

Reload the LDirectord service on this appliance.

Restart Pound

Ibcli restart-pound

Reload the Pound service on this appliance.

Restart SNMP

Ibcli restart-snmp

Reload the SNMP service on this appliance.

Restart STunnel

Ibcli restart-stunnel
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Reload the STunnel service on this appliance.

Restart Syslog

Ibcli restart-syslog

Reload the Syslog service on this appliance.

Restart WAF

Ibcli restart-waf

Reload the WAF service on this appliance.

Restore factory defaults

Ibcli restore
Restore this appliance to factory defaults.
Required Arguments

--yes-i-am-sure expects an argument of type bool

Set default route

Ibcli set-default-route
or
Ibcli --action route --function default --type set

Set the default gateway for this appliance.

Required Arguments

--interface expects an argument of type existing-interface-or-auto

E defaults to auto
--gateway expects an argument of type ip

Set DNS servers

Ibcli set-dns
or
Ibcli --action dns --function set

Set the Domain Name Servers for this appliance.

Optional Arguments

--dns0 expects an argument of type ip-or-empty
--dnsl expects an argument of type ip-or-empty
--dns2 expects an argument of type ip-or-empty

Set firewall properties
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Ibcli set-firewall
or
Ibcli --action local-configuration --set firewall

Set the properties for the firewall for this appliance.

Required Arguments

--conntrack-size expects an argument of type uint

Set graphing properties
Ibcli set-graphing

or
Ibcli --action local-configuration --set graphing

Set the graphing properties for this appliance.

Optional Arguments

--layer4  expects an argument of type bool
--layer7  expects an argument of type bool
--interfaces expects an argument of type bool
--interfaces expects an argument of type bool
--load expects an argument of type bool
--memory  expects an argument of type bool
--disk expects an argument of type bool
--interval expects an argument of type uint
--timeout  expects an argument of type uint

Set hostname

Ibcli set-hostname
or
Ibcli --action hostname --function set

Set the host and domain name for this appliance.

Required Arguments

--hostname expects an argument of type string
--domain expects an argument of type string defaults to localdomain

Set interface offload

Ibcli set-interface-offload
or
Ibcli --action local-configuration --set interface_offload

Enable or disable TCP offload for this appliance.

Required Arguments

--hardware-offload expects an argument of type bool

Set the management gateway
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Ibcli set-management-gateway
or
Ibcli --action local-configuration --set management_gateway

Set the routing rule which traffic from the WeBUI vill follow for this appliance.

Required Arguments

--iface-ip expects an argument of type existing-static-ip
--gateway expects an argument of type ip

Set the MTU

Ibcli set-mtu
or
Ibcli --action mtu --function set

Set the MTU for the specified interface.

Required Arguments

--interface expects an argument of type existing-interface
--mtu expects an argument of type mtu

Set NTP server

Ibcli set-ntp
or
Ibcli --action local-configuration --set ntp

Set the Network Time Protocol servers used by thisappliance.

Set HTTP proxy

Ibcli set-proxy
or
Ibcli --action local-configuration --set proxy

Set the HTTP proxy used by the WebUI of this appliace.

Optional Arguments

--ip expects an argument of type hostname-or-ip
--port  expects an argument of type port
--username expects an argument of type string
--password expects an argument of type string

Set security settings

Ibcli set-security
or
Ibcli --action local-configuration --set security

Set the security settings for this appliance.
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Optional Arguments

--security-mode argument should be one of custom, secure or secure-perm
--rootaccess  expects an argument of type bool

--sshpassword expects an argument of type bool

--httpsonly ~ expects an argument of type bool

--httpsport  expects an argument of type bool

--certificate  expects an argument of type existing-certificate

--httpsciphers expects an argument of type cipher-list

Set the email smarthost

Ibcli set-smarthost
or
Ibcli --action local-configuration --set smarthost

Set the email smarthost this appliance will use tosend emails.

Optional Arguments

--smtp-relay expects an argument of type string

Set SNMP properties

Ibcli set-snmp
or
Ibcli --action local-configuration --set snmp

Set the properties of the SNMP service on this applnce.

Optional Arguments

--community  expects an argument of type string
--location expects an argument of type string

--contact expects an argument of type string
--user expects an argument of type string
--auth-method expects an argument of type string
--auth expects an argument of type string
--priv-method expects an argument of type string
--priv expects an argument of type string

--snmpv3-enable expects an argument of type string
--snmpv2-enable expects an argument of type string

Set syslog properties

Ibcli set-syslog
or
Ibcli --action local-configuration --set syslog

Set the properties of the syslog service on this appliance.

Optional Arguments

--interval  expects an argument of type uint
--burst expects an argument of type uint
--destination expects an argument of type string
--ip expects an argument of type ip

--port expects an argument of type port
--protocol  argument should be one of tcp or udp
--template  expects an argument of type string
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Set time and date

Ibcli set-timedate
or
Ibcli --action local-configuration --set timedate

Set the time and date of this appliance.

Required Arguments

--year expects an argument of type uint
--month expects an argument of type month
--day expects an argument of type day
--hour expects an argument of type hour
--minute expects an argument of type minute

Enable or disable update check

Ibcli set-updates
or
Ibcli --action local-configuration --set updates

Enable or disable the update check on this applianc.

Optional Arguments

--auto-check-for-updates expects an argument of type bool
--update-server expects an argument of type string

Show configuration.

Ibcli show-full-config
or
Ibcli --action list --function dumpconfig

Show configuration for this appliance.

Show configuration for LDirectord.

Ibcli show-layer4-advanced
or
Ibcli --action list --function advanced --layer 4

Show configuration for LDirectord for the cluster.

Show configuration for Layer 4 virtual services.

Ibcli show-layer4-services
or
Ibcli --action list --function virtual --layer 4

Show the configuration for Layer 4 virtual serviceson this cluster.

Show configuration for HAProxy.

Ibcli show-layer7-advanced
or
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Ibcli --action list --function advanced --layer 7

Show configuration for HAProxy for the cluster.
Show configuration for Layer 7 virtual services.
Ibcli show-layer7-services

or
Ibcli --action list --function virtual --layer 7

Show the configuration for Layer 7 virtual serviceson this cluster.
Shutdown appliance.
Ibcli shutdown

or
Ibcli --action power --function shutdown

Shutdown this appliance.

Show GSLB status.

Ibcli status-gslb

Show the status of the GSLB service for this appliace.

Create a techincal support download.

Ibcli support-download

Create a techincal support download for this appliance.

Get uptime.

Ibcli uptime

Get the uptime for this appliance.

Running Ibcli from a remote Linux Host
These commands can also be run from a remote Linuhost. This example halts VIP1/RIP1.:

ssh root@192.168.111.42 "lbcli --action halt --vip VIP1 --rip RIP1"

Running Ibcli from a remote Windows Host

These commands can also be run from a remote Window host. This example halts VIP1/RIP1:

plink -pw loadbalancer root@192.168.111.42 "Ibcli --action halt --vip VIP1 --rip RIP1"

Notes
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1. PuTTymust be installed to use the plink command.

2. The password for the root user is set during the Nework Setup Wizard.

3. 192.168.111.42 is the IP address of the load balanc

Application Programming Interface (API)
Enabling the API
To enable the API, run the following command:

Ibcli enable-api --username (username) --password (password) --apikey (apikey)

e.g. The following command sets the username and pasword to "loadbalancer" and sets the apikey to
"Aplk3y2345118".

Ibcli --action api --function enable --username loadbalancer password loadbalancer --apikey
Aplk3y2345118

Note To automatically generate a 32 character random keyexclude the --apikey option.
Once enabled, the API enables all CLI commands to b executed using HTTP POST requests.

APl Endpoint
API calls must be posted to the following URL on tle load balancer:

https://<appliance IP address>:9443/api/v2

Creating the JSON Request

To illustrate how JSON requests are formed, the fdlowing examples show the CLI command and the
corresponding JSON request in each case.

Example 1 - Halt a Real Server

This example shows how RIP1 of VIP1 can be halted.

Ibcli command:

Ibcli --action halt --vip VIP1 --rip RIP1

JSON equivalent:

{ .

E  lbcli” [

E "action" : "halt" ,
E "vip" o "VIP1"

E "rip" : "RIP1"

E

}
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Example 2 - Add a Layer 7 VIP
This example shows how to add a Layer 7 HTTP mode P.

Ibcli command:

Ibcli --action add-vip --layer 7 --vip VIP1 --ip 192.168.1.1 --ports 80 --mode http

JSON equivalent:

{ .

E  'lbcli” [

E "action" : "add-vip" ,
E "layer" "7,

E vip" : "VIP1"

E "ip" @ "192.168.1.1" ,
E "ports" : "80" ,

E "mode" : "http"

E ]

}

Example 3 - Restart HAProxy
This example shows how to restart HAProxy.

Ibcli command:

Ibcli --action restart-haproxy

JSON equivalent:

"lbeli"  :[{
"action" : ‘“restart-haproxy"

=7 T My

JSON Syntax Validation

The website https://jsonlint.com/ is a useful resource for JSON syntax validation. Bste the JSON into the window
provided and click Validate JSON.

Sending APl Requests
Using Postman

Postmanis a great tool for testing and verifying API fundionality. For more details on using Postman, pleas refer
to our blog.

Using script/code
Example 1 - using bash

This example shows how bash can be used to make APtalls.
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#!/bin/bash
# loadbalancer.org api/v2 curl api call
while true ; do

Ecase "$1" in

E -1 | --loadbalancer ) loadbalancer ="$2"; shift 2;;

E -u| --username ) username ="$2"; shift 2;;

E -p| -password ) password ="$2"; shift 2

E | -json ) json ="$2"; shift 2;;

E -a| -apkey ) apikey ==$(echo $2| base64); shift 2

E *) break ;;

E esac

done

if [ $loadbalancer = ™ 1| $username !'= "™ ]| [ $password '= "™ 1| [ $json
[ $apikey != ™ ], then

E curl -u ${username }: ${ password } -X POST \

E --header  "X-LB-APIKEY: ${ apikey }" \

E --header Content-Type:application/json

E -d @${ json } https:// ${ loadbalancer }:9443/api/v2/ -k

else

E  echo "/apicall.sh --loadbalancer 192.168.111.220 --username loadbalancer --password

loadbalancer --json /api-json/add-vip.json --apikey aj1hf5GzSgYwMvNBUN6T3s4plXo0IF7R"
fi

Example 2 - Using Microsoft PowerShell

This example shows how PowerShell can be used to méae API calls.

# Configure Variables

$user = "loadbalancer" # Apliannce APl Username

$pass = ‘loadbalancer" # Appliance API Password

$apikey = "ajlhf5GzSgYwMvNBUN6T3s4plXo0IF7R" # Appliance Non base64 encoded APIKEY
$ip = "192.168.111.220" # Appliance Management IP address
$jsonfile = "c:\api-json\add-vip.json" # Local path to JSON configuration file

# Disable certificate verification checks to allow for the self signed WebUI certificate on
the load balancer

if (-not ([System.Management.Automation.PSTypeName] "TrustAllCertsPolicy' ). Type)
{

add-type @"

E using System.Net;

E using System.Security.Cryptography.X509Certificates;
E public class TrustAllCertsPolicy : ICertificatePolicy {

E public bool CheckValidationResult(

E ServicePoint srvPoint, X509Certificate certificate,
E WebRequest request, int certificateProblem) {

E return true;

E )

E }

'@

}

[System.Net.ServicePointManager]::CertificatePolicy = New-Object TrustAllCertsPolicy

# Base64 encode the apkey

$bytes_api = [System.Text.Encoding]::ASCII.GetBytes( " $apikey ")
$base64_api = [System.Convert]::ToBase64String( $bytes_api )
$APIAuthValue = "${base64_api}

# Set the auth headers
$headers = @{ "Authorization" =$basicAuthValue ; "X-LB-APIKEY" =$APlAuthValue }

# Fetch the json configuration file
$json = Get-Content $jsonfile -Raw

# Send the API call

Invoke-WebRequest  -Uri  ( "https:// ${ip} :9443/apilv2/" ) -Method Post -Body $json -ContentType

"application/json" -Headers  $headers

Note Change the variable declarations to suit your envionment.

The add-vip.json file referred to in both examples:
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{E "lbeli® i [

E "action" : "add-vip" ,

E lllayern : I|7II ,

E “vip' o "VIP1"

E “ip" : "192.168.111.228"

E "ports" : "80" ,

E "mode" : "http"

E 1}

}

Note For more examples of making API call using other laguages please refer to our blog How to

automate load balancer deployments, Part 2!

Using ipvsadm to configure Layer 4 Services

For layer 4 services, the ipvsadm command can be usd. Several examples are provided below.

Add a TCP based Virtual Service & use weighted rounl robin scheduling:
ipvsadm -A -t 192.168.65.192:80 -s wrr

Add a TCP based Real Server in DR mode:
ipvsadm -a -t 192.168.65.192:80 -g -r 192.168.70.196:80

Add a TCP based Real Server in NAT mode:

ipvsadm -a -t 192.168.65.192:80 -m -r 192.168.70.196:80

Add a UDP based Virtual Service & use weighted leasconnection scheduling:

ipvsadm -A -u 192.168.65.192:80 -s wic

Add a UDP based Real Server in DR mode:

ipvsadm -a -u 192.168.65.192:80 -g -r 192.168.70.196:80

Delete a TCP based Virtual Service:

ipvsadm -D -t 192.168.65.180:80

Delete a TCP based Real Server:

ipvsadm -d -t 192.168.65.122:80 -r 192.168.70.134:80

View the current running config:

© Copyright Loadbalancer.org ¥ Documentation ¥ Appance Administration Manual

222


https://www.loadbalancer.org/blog/how-to-automate-your-loadbalancer-part-2/
https://www.loadbalancer.org/blog/how-to-automate-your-loadbalancer-part-2/

ipvsadm -In

Command output:

IP Virtual Service version 1.2.1 (size=4096)

Prot LocalAddress:Port Scheduler Flags

-> RemoteAddress:Port Forward Weight ActiveConn InActConn
TCP 192.168.65.120:80 rr

->192.168.70.130:80 Route 1 0 0

->192.168.70.131:80 Route 1 0 0

TCP 192.168.65.122:80 rr

->192.168.70.132:80 Mass 1 0 0

->192.168.70.133:80 Mass 1 00

Please note that since these changes are being madedirectly to the running configuration, the
services that are displayed in the System Overviewwill no longer match the running configuration
when ipvsadm/socat commands are used. Using thelbcli command or the API does not have this
disadvantage since the System Overview will show tte correct VIP and RIP status.

Note

Using Linux socket commands to configure Layer 7 Sevices
For layer 7 HAProxy VIPs, the socat socket commandan be used as shown in the examples below.

To take a server offline:

echo "disable server VIP_Name/RIP_Name" | socat unix-connect:/var/run/haproxy.stat stdio

To bring a server online:

echo "enable server VIP_Name/RIP_Name" | socat unix-connect:/var/run/haproxy.stat stdio
To set the weight of a Real Server:

echo "set weight VIP_Name/RIP_Name 0" | socat unix-connect:/var/run/haproxy.stat stdio
To view HAProxyOs running configuration:

echo "show info" | socat unix-connect:/var/run/haproxy.stat stdio

To clear HAProxyOs statistics:

echo "clear counters all" | socat unix-connect:/var/run/haproxy.stat stdio

Note Other Linux Socket command examples can be foundhere.

Since these changes are being made directly to therunning configuration, the services that are
displayed in the System Overview will no longer math the running configuration when

Note
ipvsadm/socat commands are used. Using thelbcli command or the API does not have this
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disadvantage since the System Overview will show tte correct VIP and RIP status.
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Chapter 7 - Web Application Firewall (WAF)

Introduction
A web application firewall (WAF) filters, monitorsand blocks HTTP traffic to and from a web applicaion.

The load balancer includes a built-in WAF. It can b deployed in front of a web application to provide an additional
layer of security, where required. It is based on he free and open-source ModSecurity WAF engine andincludes
the OWASP ModSecurity Core Rule Se{CRS) by default. The CRS is a set of generic atté detection rules. It aims
to protect web applications from a wide range of attacks, including the OWASP Top 10, while keeping fise
positives (false alerts) to a minimum.

The OWASP Top 10 represents a broad consensus abouhe most critical security risks to web applications. These
risks are broken down into ten categories, as shownin the table below:

Category Description

A01 - Broken Access Control Access control failures typically lead to unauthorized information disclosure,
modification, or destruction of all data or performing a business function
outside the userOs limits.

A02 - Cryptographic Failures Previously known asSensitive Data Exposureg the focus is on failures related to
cryptography (or lack thereof). Which often lead toexposure of sensitive data.

AO03 - Injection An application is vulnerable to injection attack when, for example, user-
supplied data is not validated, filtered, or sanitzed by the application.

A04 - Insecure Design A new category which focuses on risks related to design and architectural
flaws, with a call for more use of threat modeling,secure design patterns, and
reference architectures.

AO05 - Security Misconfiguration | The application might be vulnerable if the applicaton is, for example, missing
appropriate security hardening across any part of he application stack.

A06 - Vulnerable and Outdated |You are likely vulnerable, for example, if you do rot know the versions of all
Components components you use (both client-side and server-siat), including nested
dependencies.

AQ07 - Identification and Previously known asBroken Authentication, confirmation of the userOs identity,
Authentication Failures authentication, and session management is criticalto protect against
authentication-related attacks.

A08 - Software and Data Integrity| A new category which focuses on making assumptionsrelated to software

Failures updates, critical data, and CI/CD pipelines withoutverifying integrity.

AQ9 - Security Logging and Detecting and responding to breaches is critical. This category is to help
Monitoring Failures detect, escalate, and respond to active breaches.

A10- Server-Side Request SSRF flaws occur whenever a web application is fething a remote resource
Forgery (SSRF) without validating the user-supplied URL.

More details can be found at the OWASP Top 10 website

Implementation Concept

The load balancer supports the ability to define mutiple WAF gateways, one for each web application b be
protected. Each WAF gateway is associated with a Iger 7 VIP when created. On creation, the data paths
automatically modified so that the WAF becomes theinitial connection point for inbound client connections, as
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illustrated below:

Data flow before WAF is deployed:

Modified data flow once WAF is deployed:

Notes

+ When defining a WAF gateway on the load balancer, lhe associated layer 7 VIP must be selected from a dop-
down list. This enables the WAF to be automaticallyconfigured to listen on the same TCP socket as the
original layer 7 VIP. The WAF gateway is then autoratically configured to forward packets to the original layer
7 VIP.

+ Each WAF gateway is associated with one layer 7 VIP

 Once the WAF gateway is defined, theLabel, IP Address, Port and Protocol of the associated layer 7 VIP
cannot be edited to ensure the association remainsintact. If changes to these settings are required,take a
backup copy of the WAF gatewayOs manual configuratn (if one exists), remove the WAF, make the changs,
and then recreate the WAF.

+ Each WAF gateway is actually comprised of two compaoent parts: an additional layer 7 VIP, which acts athe
frontend to the WAF, and an Apache instance, of whith ModSecurity is a module. Both are automatically
created when the WAF gateway is configured.
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Creating a New WAF Gateway

For reasons mentioned in the previous section, thelayer 7 VIP must be created first (if it doesnOtralady exist),
followed by the WAF gateway.

Step 1 - Create the Layer 7 VIP

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Virtual Servicesand click Add a new Virtual
Service.

2. Enter a suitable Label (name) for the VIP, e.d/Veb-Cluster.
3. Enter a valid IP address, €.g192.168.110.46

4. Enter a valid port, e.9.80.

5. Click Update.

Step 2 - Define the associated Real Servers (RIPs)

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Real Serverand click Add a new Real Server
next to the VIP just created.

2. Enter a suitable Label (name) for the RIP, e.¢Vebl
3. Enter a valid IP address, €.g192.168.110.24.1

4. Enter a valid port, e.9.80.
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5. Click Update.

Step 3 - Define the WAF Gateway
1. Using the WebUI, navigate to:Cluster Configuration > WAF - Gatewayand click Add a new WAF gateway.

2. Select the VIP created in step 1 in the drop down.
3. The WAF label (name) field will be populated automécally, this can be changed if required.

4. The Rule Setwill automatically choose the latest available stdle version of the Core Rule Set. This should not
ordinarily require changing.

5. Click Update.

Step 4 - Reload Services to Apply the new Settings
1. Click System Overviewin the WebUI.

2. Reload the services (WAF and HAProxy) as promptechithe "commit changes" message box.

Step 5 - View Configured Services

1. The original layer 7 VIP and the auto created layer7 WAF frontend VIP are now displayed in the system
overview as shown below:

Fail Open and Fail Closed Designs

In the event that a WAF gateway should become unavdable for any reason, for example being overwhelmed by a
denial of service attack, there are two response stategies that can be employed:

+ Fail open: Traffic flow is allowed to continue by bypassing he failed WAF gateway, and service availability is
maintained (default)
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- Fall closed: Traffic flow is stopped until the WAF gateway canrecover

Loadbalancer.orgOs top priority is ensuring that seices are highly available, first and foremost. Assuch, the load
balancerOs default policy is tdail open in the event of a WAF gateway failure.

There may be scenarios where security is theprimary concern, with high availability being a secondary
consideration in comparison. For example, if workirg with highly sensitive web traffic, it may be prekrential to
experience a service outage rather than allowing the service to be accessed insecurely by bypassing awAF
gateway.

Configuring a WAF Gateway for Fail Open OperationDefault)
Note | This is the default starting configuration for allWAF gateways.

1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Virtual Services

2. Find the relevant pair of layer 7 virtual servicesthe original layer 7 VIP and the automatically crated WAF
frontend VIP, which is titled "WAF-E" by default.
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3. Click Modify next to the "WAF-E" frontend VIP.

4. Scroll down to the Fallback Server section.

5. Set the IP Addressto the address that the original layer 7 VIP is Btening on, e.g.192.168.85.150Q
6. Set the Port to the port that the original layer 7 VIP is listaning on, e.g.65435.

7. Click Update.

8. Click System Overviewin the WebUI.

9. Reload the services (WAF and HAProxy) as promptechithe "commit changes" message box.

Configuring a WAF Gateway for Fail Closed Operation
1. Using the WebUI, navigate to:Cluster Configuration > Layer 7 - Virtual Services

2. Find the relevant pair of layer 7 virtual servicesthe original layer 7 VIP and the automatically crated WAF
frontend VIP, which is titled "WAF-E" by default.

3. Click Modify next to the "WAF-E" frontend VIP.
4. Scroll down to the Fallback Server section.
5. Set the IP Addressto the local address of the fallback server,127.0.0.1

6. Set the Port to the port that the fallback server is listeningon, 9081.
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7. Click Update.

8. Click System Overviewin the WebUI.

9. Reload the services (WAF and HAProxy) as promptechithe "commit changes" message box.

ItOs possible to use a dedicated, external fallbackerver instead of the local one on 127.0.0.1. 1tOs
Tip also possible to customise the HTML of the built-infallback page which is presented to users. For
more information, refer to the Fallback Serversection.

WAF Gateway Settings

Each WAF gateway has a variety of settings which ca be configured through the WebUI. To access thesesettings,
navigate to Cluster Configuration > WAF - Gatewayand click Modify next to the WAF gateway in question.

After modifying any WAF gateway settings, be sure b save the new configuration to disk by
Important pressing the Update button and then apply the new configuration by reloading services as
prompted in the "commit changes" message box.

Disable Web Application Firewall
Default value: False.

When checked, this option completely disables all ModSecurity and CRS configuration for a given WAF geeway
(this includes disabling any manual WAF configuratn, if present, while leaving the manual configuraton itself
intact). The proxy sandwich remains in place, allowng traffic to continue to flow in the same way, except without
any WAF functionality present.

Ruleset
Default value: Core Rule Set 3.3.2.

The WAF rule set to use for a given WAF gateway carbe selected from the drop-down list. There are curently two
rule sets to choose from:

+ Core Rule Set 3.3.2 (default): the latest stable release of the OWASMModSecurity Core Rule Set.

+ Core Rule Set 2 a legacy option provided for backward compatibility with older WAF installations. Provides
CRS version 2.2.9.

Paranoia Level
Default value: Paranoia Level 1.

Not available when the Core Rule Set 2 (legacy) isn use.

This can be set to paranoia level 1, 2, 3, or 4. Ranoia level 1 offers a baseline level of securitywith a minimal, or
zero, need to tune away false positives. At the otler end of the scale, paranoia level 4 offers the stongest level of
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security and features many additional rules, but isextremely likely to cause a large number of falsepositives,
requiring a significant investment of time to tunethem away.

See the section on Paranoia Levelsfor full details about this key concept.

Rule Engine Traffic Blocking
Default value: False.

Allows the WAF rule engine to take disruptive actians and block malicious looking traffic for this WAFgateway.

By default, the rule engine of a newly created WAFgateway is not able to block traffic. This is someimes referred
to as detection only mode . This means that WAF rule logic is processed in ater to examine traffic but disruptive
actions, e.g. "deny" and "drop", arenever executed. As such, traffic is never blocked, even if it tijgers rules and
appears to be malicious.

One approach to configuring and tuning a WAF deployment is to leave the WAF gateway in detection onlymode,
pass known good traffic through the WAF (e.qg. trafic from user testing), and then use the resulting bg data to tune
the WAF. This "tuning" is accomplished by writing ule exclusions to cover all false positives causedby the known
good traffic. Once confident that all false positives have been accounted for, traffic blocking could then be enabled
for the WAF gatewayOs rule engine. This takes the WF gateway out of detection only mode and allows itto start
actively blocking malicious looking traffic.

Process Request Data
Default value: True.

Instructs the WAF engine to buffer and process request bodies. This allows the data in request bodiesto be
inspected, for example the parameters of a POST regest.

Process Response Data
Default value: False.

Instructs the WAF engine to buffer and process respnse bodies. This allows the data in response bodies to be
inspected, for example an HTML response.

By default, a WAF gateway only processes request déa, i.e. the data in requests coming in from cliens. 1tOs also
possible to process response data, i.e. the data pased back to clients from the back end web application. This can
be useful, for example, to catch instances of dataleakage, such as an unintended SQL database error king

passed back to the client (which may expose informdion about the type, version, and configuration of database
software in use).

Inbound Anomaly Score
Default value: 20.

Sets the inbound anomaly score threshold: the cumuétive anomaly score at which an inbound request wil be
blocked.

See the section on Anomaly Scoring for full details about this key concept.

Outbound Anomaly Score
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Default value: 4.

Sets the outbound anomaly score threshold: the cumudative anomaly score at which an outbound responsewill be
blocked.

See the section on Anomaly Scoring for full details about this key concept.

Audit Mode
Default value: False.

Enables the audit logging engine for all transactians passing through a WAF gateway.

Audit logs record full transaction data, including full request bodies. This information can be invaluable for
troubleshooting particularly difficult issues.

Audit logs can grow extremely large very quickly. As such, it isstrongly recommended not to

Warning enable audit logging on a production machine : doing so is likely to fill the logging disk
partition and is likely to cause disruptive issues on production mac hines.

WAF Proxy Timeout
Default value: 120.

The Apache proxy service that hosts a WAF gateway hs a 60 second timeout by default. This can be chamyed if
required.

Enable Cache Acceleration
Default value: False.

While not directly related to WAF functionality, tre proxy sandwich that hosts the WAF functionality dso features a
simple object cache. It will only cache objects tha are HTML and below 64k in size, independent of ary cache or
no-cache options that your real servers may provide.

Enabling cache acceleration exposes the following @che-specific options:

. Force 'no-cache' override
+ Location to exclude from the cache

+ Cache object size

Double Login Enable
Default value: False.

Web Gateway Authentication

While not directly related to WAF functionality, the proxy sandwich that hosts the WAF functionality dso features a
simple web gateway / "double login" page. It suppotts the following authentication methods:

+ Locally defined static user

 Google OpenID
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